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✦ Need for this Textbook

The term “pharmacoeconomics” first appeared in the literature in the mid-1980s. 
Pharmacoeconomics incorporates methods from more established disciplines to 
help estimate the value of pharmacy products and services by comparing costs and 
outcomes. Pharmacoeconomics is included in the curricula of more than 90% of 
US colleges of pharmacy, although often as part of a course rather than as a whole 
course.

The Accreditation Council for Pharmacy Education (ACPE) has developed stan-
dards and guidelines for professional programs in pharmacy leading to a PharmD 
degree (Version 1 adopted in January 2006 and effective as of July 2007; Version 2 
adopted in January 2011 and effective as of February 2011); these include an out-
line of the subject matter that should be included in pharmacy school curricula. 
The following three topics are listed in the ACPE document (see https://www.acpe-
accredit.org/standards/default.asp) under the Economics/Pharmacoeconomics  
heading: (a) economic principles in relation to pharmacoeconomic analysis, 
(b) concepts of pharmacoeconomics in relation to patient care, and (c) applications 
of economic theories and health-related quality of life concepts to improve alloca-
tion of limited health care resources. This book covers the application of economic-
based evaluation methods to pharmaceutical products and services and includes 
examples of how pharmacoeconomic evaluations relate to decisions that affect 
patient care and how health-related quality of life (HRQoL) is assessed and valued. 
Understanding these principles helps providers and decision makers improve clini-
cal and humanistic outcomes based on available resources. Also, highlighting the 
importance of this topic, in 2010, the North American Pharmacist Licensure Exam-
ination (NAPLEX) added pharmacoeconomics to their competency statements (see 
http://www.nabp.net/programs/examination/naplex/naplex-blueprint).

✦ Intended Audience

Essentials of Pharmacoeconomics is designed for the true beginner—a student or prac-
titioner who may not have even heard of the term “pharmacoeconomics.” The 
purpose of the book is to introduce the fundamental topics, define the terminol-
ogy used in pharmacoeconomic research, and give many examples in evaluating 
published research so that readers can evaluate literature relevant to their future 
or current practice. When readers have completed the book, they should be able 
to understand, interpret, and determine the usefulness of pharmacoeconomic 
research articles. This textbook can be used for PharmD students at any level of 
their professional education.

The distinction of this textbook, compared with other textbooks on the subject, 
is that it is written at an introductory level and provides many practical examples. 
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Another advantage of the book is that it was written by one author. This helps 
ensure a clear flow in providing the information and an elimination of the unin-
tended redundancy sometimes seen in textbooks with multiple authors.

Please note that this is not intended to be an economics textbook, nor is it 
intended for graduate students who would need to know more about the theory of 
economics and the statistics or mathematical computations involved in the analy-
ses. Moreover, the purpose is not to train a future pharmacoeconomics researcher, 
but to give a current or future practitioner the knowledge and skills needed to 
understand and use pharmacoeconomics research (conducted by someone else) in 
his or her decision making.

✦ Organizational Philosophy

This book follows the outline of a course taught to PharmD students by the author 
for more than 15 years (and updated annually). Part I (Chapters 1 through 8) cov-
ers the basics of pharmacoeconomics. The author recognizes that not all colleges of 
pharmacy have a whole course devoted to pharmacoeconomics. If this book is used 
in a course that includes other topics and time allotted to pharmacoeconomics is 
limited, Part I of the book could stand alone as an introduction that covers the 
essential topics outlined by ACPE. Part II (Chapters 9 through 14) includes addi-
tional topics that are more complex (e.g., modeling) or may be of further interest to 
the reader (e.g., international use of pharmacoeconomics).

Part I: Basic Topics

Chapter 1 serves as an introduction, stressing the importance of the use of pharma-
coeconomics to compare costs and outcomes of pharmacy interventions. The chap-
ter discusses four basic types of pharmacoeconomic research: cost-minimization 
analysis (CMA), cost-effectiveness analysis (CEA), cost-utility analysis (CUA), and 
cost-benefit analysis (CBA). All four analyses include the measurement of costs, 
but differ in the methods used to measure outcomes. Chapter 2 covers the mea-
surement of costs, and Chapter 3 outlines basic questions readers should ask when 
evaluating any pharmacoeconomic study. Chapters 4 through 7 expand on each 
of the four types of studies (CMA, CEA, CUA, and CBA) by reviewing the methods 
used to measure outcomes for each particular type. Chapter 8 provides an overview 
of health-related quality-of-life (HRQoL) measures. Chapter 8 was substantially 
expanded in this second edition, in large part due to the progress in methodology 
in this area. More in-depth contrasts and comparisons between utility measures (in 
Chapter 6) and quality-of-life measures were also added.

Part II: Advanced Topics

Chapter 9 outlines the use of decision analysis methods to model costs and out-
comes that can be summarized in a single cycle. Chapter 10 explains Markov mod-
eling, which is used for analyzing costs and outcomes that are estimated using 
multiple cycles. Chapter 11 discusses the advantages and disadvantages of using 
retrospective databases. Chapter 12 reviews the unique issues involved in evaluating 
the costs and outcomes associated with pharmacy services. The last two chapters 
address the use of pharmacoeconomic research in decision making. Chapter 13 sum-
marizes the use of pharmacoeconomic evaluations by decision makers outside of 
the United States, and Chapter 14 outlines the extent to which pharmacoeconomic 
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data are used to make decisions in the United States, includes barriers to its use, 
and discusses future issues. This second edition now includes preliminary informa-
tion about the recent health care reform act in the United States.

✦ Features

Essentials of Pharmacoeconomics contains the following elements that are geared 
toward the pharmacy student:

●	 Composite research articles that incorporate the positive and negative aspects 
found in a mix of published research articles. Most chapters contain at least one 
composite article. Depending on the classroom time allotted to pharmacoeco-
nomics, these composite articles can be included as part of the didactic portion 
of the course, or they can be incorporated into small group discussion sections or 
assigned as homework. (Although topics are taken from actual articles, methods 
and data have been changed to illustrate points made in the chapter. Medication 
names in these composite articles are fictitious.) Due to positive feedback and 
reviewer requests, this second edition doubled the number of composite research 
examples throughout the text.

●	 Key terms are bolded throughout the textbook, and definitions of these terms 
are summarized in a glossary. Pharmacoeconomics research uses terminology 
derived from other disciplines, such as economics, that might not be familiar to 
all readers.

●	 Examples provide added information or instances from the literature about the 
chapter topic and reinforce chapter concepts. Most chapters have at least one 
example.

●	 Equations readers will need to know are explained using multiple example 
calculations.

●	 Summaries highlight and reinforce the main points of each chapter.
●	 Questions/Exercises appear at the end of each chapter so that readers can assess 

their understanding of key concepts. Instructors can find answers to these prob-
lems on the book’s companion website.

●	 References and Suggested Readings at the end of each chapter provide resources 
available to the reader for further study on the chapter topic.

✦ Student and Instructor Resources

Student Resources

A Student Resource Center at http://thePoint.lww.com/rascati includes the follow-
ing materials:

●	 An Image Bank that contains the figures and tables from the textbook
●	 A sample worksheet that includes the 14 questions you should use when cri-

tiquing a research article

Instructor Resources

In addition to the student resources just listed, an Instructor’s Resource Center at 
http://thePoint.lww.com/rascati includes the following:

●	 Answers to the questions/exercises found in the text

http://thePoint.lww.com/rascati
http://thePoint.lww.com/rascati
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Chapter  1 *

Introduction

Objectives
Upon completing this chapter, the reader will be able to:

1.	 Define pharmacoeconomics.

2.	 Understand the importance and clinical relevancy 
of pharmacoeconomics.

3.	 Understand the relationship of pharmacoeconomics 
to other disciplines.

4.	 List and describe the differences between the four most 
common types of pharmacoeconomics studies.

✦ Pharmacoeconomics—What Is It?

Assessing the clinical effectiveness of any new health care intervention, including 
medications, is paramount in determining the role of the new intervention in 
clinical practice. But the new interventions may provide only a modest advantage 
(or no advantage) over existing treatment, usually at a higher cost. In the case of 
pharmaceutical interventions, pharmacoeconomics attempts to find whether the 
added benefit of one intervention is worth the added cost of that intervention. 
Pharmacoeconomics has been defined as the description and analysis of the costs 
of drug therapy to health care systems and society. It identifies, measures, and 
compares the costs and consequences of pharmaceutical products and services.1 
Clinicians and other decision makers can use these methods to evaluate and com-
pare the total costs of treatment options and the outcomes associated with these 
options. To show this graphically, think of two sides of an equation (Fig. 1.1). The 
left-hand side of the equation represents the inputs (costs) used to obtain and 
use the pharmaceutical product or service. The right-hand side of the equation 
represents the health-related outcomes produced by the pharmaceutical product 
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Wilson JP, Rascati KL. Chapter 8: Pharmacoeconomics. In Malone PM, Kier KL, Stanovich JE (eds). Drug Information: 
A Guide for Pharmacists (3rd ed.). New York: McGraw-Hill, 2006.
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or service. The center of the equation, the drug product or service being assessed, 
is symbolized by Rx. If just the left-hand side of the equation is measured without 
regard to outcomes, it is a cost analysis (or a partial economic analysis). If just the 
right-hand side of the equation is measured without regard to costs, it is a clinical 
or outcome study (not an economic analysis). To be a true pharmacoeconomic 
analysis, both sides of the equation must be considered and compared. Theo-
retically, at least two options must be compared in pharmacoeconomics, but some 
assessments consist of a “with or without” comparison, estimating what would oc-
cur if the product or service was provided (e.g., immunization or pharmacy clinic 
services) compared with no provision of the product or service.

✦ Why is Pharmacoeconomics Important?

The United States spent about $2.7 trillion on health care in 2010, for an average 
of about $8,000 per person, or about 17% of the gross domestic product (GDP). 
About 12% (over $900 per person) of health care expenditures were for medica-
tions.2 Health care costs have been increasing each year more than the average rate 
of inflation. This continued increase in costs has resulted in a need to understand 
how limited resources can be used most efficiently and effectively. For example, 
two medications that were approved by the U.S. Food and Drug Administration 
(FDA) in 2012 (Kalydeco for cystic fibrosis and Gattex for short bowel syndrome) 
are planned to be priced at about $300,000 per year.3,4 It has been argued that these 
medications save enough—by decreasing the number of hospital admissions or the 
need for parental nutrition—to offset their high cost. Clinicians want their patients 
to receive the best care and outcomes available, and payers want to manage rising 
costs. Pharmacoeconomics combines these objectives by estimating the value of 
patient outcomes received for the expenditures spent on medications and other 
health care products and services.

This book provides examples of questions that can be addressed by using phar-
macoeconomic analyses. Why should a health care professional (or a student in 
a health care profession) learn about pharmacoeconomics? Some professionals 
will incorporate this information on a patient-by-patient basis, while others may 
specialize and make formulary and resource allocation decisions based on pharma-
coeconomic analyses. The following examples are discussed in order of the number 
of people affected—from an individual patient level to a societal level.

At the individual patient level, health care professionals can determine the best 
medication (treatment) for each patient, depending on demographic, clinical, and 
economic considerations. If a new branded medication is approved by the FDA that 
has an advantage over another marketed medication that is less expensive, the pro-
fessional can take this into account. For example, if the new treatment is $100 per 
month ($40 patient co-pay, and $60 reimbursement by health insurance) compared 

COSTS ($) OUTCOMESRx

Figure 1.1.  Basic pharmacoeconomic equation. Pharmaco­
economic studies compare the costs (left box) associated with  
providing a pharmacy product or service (represented as Rx)  
to the outcome of the product or service.
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with a similar treatment that is available for $20 per month ($5 patient co-pay, and 
$15 reimbursement by health insurance), is the extra $35 per month out-of-pocket 
costs worth it to the patient? If the advantage is slight (e.g., more convenient once-
a-day dosing compared with twice-a-day dosing of its competitor), the patient 
might not value the added convenience at $35 per month. But if the advantage is 
a reduction in side effects (e.g., no diarrhea or no daytime drowsiness), the added 
advantage may be worth the added cost (see willingness to pay in Chapter 7).

The next level would affect a group of patients locally. If a health care institu-
tion or community pharmacy wanted to implement a clinical pharmacy service, or 
hire a clinical pharmacist, they would look at the costs and compare them with the 
value of providing these services (see Chapter 12 on pharmacy services). The value 
of the services could be measured as profit (e.g., reimbursement minus costs for 
pharmacists to give vaccinations), as improved patient outcomes that decrease the 
need for other costly services (e.g., medication management of diabetes to reduce 
diabetes-related emergency room visits and hospitalizations), or as better quality 
of care (e.g., clinical pharmacist helps meet guidelines for accreditation, continued 
licensure, or legal mandates concerning quality measures).

The next level can affect a larger group of patients—for example, patients in a 
hospital system, managed care organization, or governmental plan (e.g., Veterans 
Administration). Each group is responsible for a specific patient population. 
Teams of professionals collaborate to determine the most effective and cost-
effective options for their patient population. They develop drug use guidelines 
(e.g., more expensive medication not recommended for insurance coverage unless 
less expensive medication is tried first) and determine what medications will be 
listed on their formulary and at what co-payment level.

Chapter 13 discusses resource allocation decisions at a national, or societal, 
level. Governments that finance the majority of health care in their countries are 
particularly motivated to extract value in return for their health care spending. 
This may be accomplished by adding another level of control, which might include 
price negotiation, price setting, or formulary management at the national level.

Although health policy and health organization decision makers may use a 
more sophisticated level of pharmacoeconomics, all health care professionals (and 
aspiring professionals—i.e., students) are responsible for ensuring the appropriate 
use of scare resources. Therefore, it is important to understand the methods used 
by researchers and decision makers and be able to read and appraise the pharma-
coeconomic literature.

✦ Relationship of Pharmacoeconomics to Other Research

Unlike in other scientific fields, there is no standardized training for pharma-
coeconomists, and it is a multidisciplinary field. The specific field of pharma-
coeconomics is relatively new—the term first appeared in the literature in the 
mid-1980s—yet the concepts and methods are borrowed from other, more es-
tablished disciplines and research areas. Pharmacoeconomics overlaps with both 
health care economics and pharmacy-related clinical or humanistic outcomes 
research, as illustrated in Figure 1.2. Health care economics encompasses a broad 
range of topics, including supply and demand for health care resources, the effects 
of health insurance, and manpower supply. Clinical or humanistic outcomes re-
search is defined as the attempt to identify, measure, and evaluate the end results 
of health care services. It may include not only clinical and economic consequences 
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but also outcomes such as patients’ health status and satisfaction with their 
health care. Pharmacoeconomics is a type of outcomes research, but not all out-
comes research is pharmacoeconomic research. If the research involves economic 
and clinical outcome evaluations and comparisons of pharmacy products or ser-
vices, it can be termed a pharmacoeconomic study (overlapped area of Fig. 1.2).5

✦ Types of Pharmacoeconomic Studies

There are four basic types of pharmacoeconomic studies (Table 1.1); cost-
minimization analysis (CMA), cost-effectiveness analysis (CEA), cost-utility 
analysis (CUA), and cost-benefit analysis (CBA). Each method measures costs in 
dollars, but they differ regarding how health outcomes are measured and compared.

Pharmacy-related
clinical or humanistic
outcomes research

Health care
economics

Pharmaco-
economics

Figure 1.2.  Schematic of overlap between pharmacy-related clinical or humanistic 
outcomes research, health care economics, and pharmacoeconomics. This illustrates that 
pharmacoeconomics incorporates methodologies from outcomes research and the discipline of 
health care economics. (Adapted with permission from Rascati KL, Drummond MF, Annemans 
L, Davey PG. Education in pharmacoeconomics: An international multidisciplinary view. 
Pharmacoeconomics 22(3):139–147, 2004.)

Methodology Cost Measurement Unit Outcome Measurement Unit

Cost-minimization analysis (CMA) Dollars or monetary units Assumed to be equivalent in comparable groups

Cost-effectiveness analysis (CEA) Dollars or monetary units Natural units (life years gained, mm Hg blood 
pressure, mMol/L blood glucose)

Cost-benefit analysis (CBA) Dollars or monetary units Dollars or monetary units

Cost-utility analysis (CUA) Dollars or monetary units Quality-adjusted life year (QALY) or other utilities

Table 1.1. The Four Basic Types of Pharmacoeconomic Analysis
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Cost-Minimization Analysis

CMA has the advantage of being the simplest to conduct because the outcomes 
are assumed to be equivalent; thus, only the costs of the intervention are com-
pared. The advantage of the CMA method is also its disadvantage: CMA cannot 
be used when outcomes of interventions are different. A common example of a 
CMA is comparing two generic medications that are rated as equivalent by the 
FDA. If the drugs are equivalent to each other (but manufactured and sold by 
different companies), only the differences in the cost of the medication are used 
to choose the one that provides the best value. Thus, the type of interventions 
that can be evaluated with CMA may be limited. It would not be appropriate 
to compare different classes of medications using cost-minimization analyses 
if there are noted differences in outcomes. For example, if a new antibiotic was 
available that had a higher rate of alleviating inner-ear infections (but a higher 
cost) than a currently marketed antibiotic, it would not be appropriate to choose 
the current antibiotic based solely on the basis that it cost less than the new 
product. The added value of the new product should be compared with its higher 
cost. Some contend that if outcomes are not “measured” but only assumed to be 
the same, the study is considered to be a cost analysis, and therefore not a full 
pharmacoeconomic analysis.

Cost-Effectiveness Analysis

CEA measures outcomes in natural units (e.g., mm Hg, cholesterol levels, 
symptom-free days [SFDs], years of life saved). The main advantage of this 
approach is that the outcomes are easier to quantify when compared with a 
CUA or a CBA, and clinicians are familiar with measuring these types of health 
outcomes because these outcomes are routinely collected in clinical trials and 
in clinical practice. One disadvantage of CEA is that programs with different 
types of outcomes cannot be compared. For example, it would not be possible 
to compare the cost-effectiveness of implementing an anticoagulation clinic 
with implementing a diabetes clinic because the clinical outcomes measured 
would be valued in different units (e.g., prothrombin time versus blood glucose 
measures).

Even if the primary clinical outcome unit is the same for the alternatives, if 
there are other major differences (e.g., side effects, impact on other diseases), it 
is difficult to combine the differences into a single effectiveness measure. For 
example, “first-generation” antihistamines (e.g., diphenhydramine) and “second-
generation” antihistamines (e.g., fexofenadine) are both used to relieve allergy 
and cold symptoms, but first-generation antihistamines are more likely to cause 
patients to become drowsy. The main clinical unit of measure for both alternatives 
may be SFDs, or the number of days the patient did not suffer from allergy symp-
toms. However, this difference in the side effect of drowsiness is not incorporated 
into the comparison in a CEA.

Lastly, CEA may estimate the extra costs associated with each additional 
unit of outcome (cure, year of life, SFDs), but who is to say if the added costs 
are worth the added outcomes? Because no monetary amount is placed on 
the clinical outcomes to indicate the value of these outcomes, it is a judgment 
call by the patient, clinician, or decision maker as to whether the alternative is 
“cost-effective” in their view.
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Cost-Utility Analysis

For some CEA comparisons, such as evaluations of chemotherapy agents, the 
primary clinical unit measure of effectiveness is the number of years of life gained 
because of treatment. But just measuring a patient’s length of life because of treat-
ment does not take into account the “quality” or “utility” of those years. CUA 
measures outcomes based on years of life that are adjusted by “utility” weights, 
which range from 1.0 for “perfect health” to 0.0 for “dead.” These utility weights 
incorporate patient or society preferences for specific health states. When morbid-
ity and mortality are both important outcomes of a treatment, CUA should be 
used to incorporate both into one unit of measure. The main disadvantage of CUA 
is that there is no consensus on how to measure these utility weights, and they 
are more of a “rough estimate” than a precise measure. Some researchers consider 
CUA as a subset of CEA.

Cost-Benefit Analysis

CBA is unique in that not only are costs valued in monetary terms, but also the 
benefits. Measuring both costs and benefits in monetary terms has two major ad-
vantages: First, clinicians and other decision makers can determine whether the 
benefits of a program or intervention exceed the costs of implementation. Second, 
clinicians and other decision makers can compare multiple programs or interven-
tions with similar or unrelated outcomes. As mentioned previously, a disadvantage 
of the CEA method is that if one knows how much extra it costs to obtain added 
outcomes, it is a judgment call as to whether the added cost was worth the added 
benefit. With CBA, because dollar amount is estimated and used to place a value 
on the health outcomes, the answer to Is the alternative cost-beneficial? is less subjec-
tive. If the dollar value of the added outcomes exceeds the cost to obtain those 
outcomes, the answer is “yes.” In addition, because all inputs and outcomes are 
converted to dollars, it is now possible to compare two alternatives that provide 
different types of outcomes (e.g., the implementation of an anticoagulation clinic 
versus the implementation of a diabetes clinic). The major disadvantage of CBA 
is that it is difficult to place a monetary value on health outcomes. There are dif-
ferent methods used to estimate the value of health outcomes, and similar to the 
measurement of utilities, different methods of measurement may elicit differ-
ent estimates, and these estimates can be imprecise. Two articles that debate the 
use of CBA versus CEA highlight the issues related to these different methods of 
analysis.6,7

Other Types of Analyses

Although we have categorized studies into four distinct types, the differences may 
be less clear in practice, and more than one type of analysis (e.g., CEA and CBA) 
may be performed in a single study. Other types of analyses that involve the mea-
surement of costs may be seen in the literature. For example, if only a list of costs 
and a list of various outcomes are presented, with no direct calculations or com-
parisons, this is termed a cost-consequence analysis (CCA).

Another type of economic analysis seen in the literature is the cost-of-illness 
(COI) analysis. In a COI study, the researchers attempt to determine the total eco-
nomic burden (including prevention, treatment, losses caused by morbidity and 
mortality, and so on) of a particular disease on society. The costs included in this 
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method are usually summarized into two categories: (1) direct costs, or the costs 
associated with providing treatment or prevention (e.g., medical services), and 
(2) indirect costs, or the costs attributable to loss of productivity of patients with 
that disease or condition. (See Chapter 2 for more in-depth explanation of direct 
versus indirect cost estimations.)

COI studies are used to indicate the magnitude of resources needed for a specific 
disease or condition, and they may be used to compare the economic impact of one 
disease versus another (e.g., costs of schizophrenia versus costs of asthma) or the 
economic impact of a disease on one country compared with another (e.g., costs 
of HIV in the United States versus costs of HIV in Zimbabwe). These estimates are 
sometimes used by pharmaceutical firms to determine the market potential for a 
new product or by payers to set priorities for reimbursement.

Table 1.2 shows examples of how COI study results are presented in the litera-
ture. The specific methods used to estimate COI are varied, and there is no agree-
ment on a standard method for conducting COI studies. In addition, COI studies 
for the same diagnoses have found multifold cost variations.8 The various methods 
and the debate surrounding them are beyond the scope of this book, but references 
are provided in the “Suggested Readings” section at the end of the chapter.

Objective Results

To estimate the annual cost of illness of hyponatremia 
in the United States. (Hyponatremia is a disorder of 
fluid and electrolyte balance characterized by a relative 
excess of body water relative to body sodium content.)

The prevalence estimate for hyponatremia ranged from 
3.2 million to 6.1 million persons in the United States on 
an annual basis. Approximately 1% of patients were clas­
sified as having acute and symptomatic hyponatremia, 
4% acute and asymptomatic, 15%–20% chronic and 
symptomatic, and 75%–80% chronic and asymptomatic. 
Of patients treated for hyponatremia, 55%–63% are ini­
tially treated as inpatients, 25% are initially treated in the 
emergency room, and 13%–20% are treated solely in the 
office setting. The direct costs of treating hyponatremia in 
the United States on an annual basis were estimated to 
range between $1.6 billion and $3.6 billion.a

Cystic fibrosis (CF) is the most common life-shortening 
inherited disease in white people. The objective was to 
present an overview of COI studies of CF, identify defi­
cits in the available analyses of CF, and discuss which 
specific factors are essential for the evaluation of CF.

Cost-of-illness studies of CF have predominantly been 
restricted to direct costs. According to the literature, direct 
costs amount to between $6,200 and $16,300 (1996 
values) per patient per year. Because most studies likely 
underestimate the actual costs (e.g., by disregarding 
provision of certain health care services), real health 
care costs tend to be at the upper end of the cost range. 
Health care costs depend on the patient’s age (for adults, 
costs are approximately twice as high as for children), 
the grade of severity (the cost relationship of severe to 
mild CF is between 4.5 and 7.1), and other factors. 
Lifetime direct costs of CF are estimated at $200,000– 
$300,000 (at 1996 values and a discount rate of 5%). 
The observation period must be long enough to identify 
long-term effects of interventions.b

aAdapted with permission from Boscoe A, Paramore C, Verbalis JG. Cost of Illness of Hyponatremia in the United States. Cost Effectiveness and 
Resource Allocation: C/E, 4:10, United States. [electronic publication] 2006.
bAdapted with permission from Krauth C, Jalilvand N, Welte T, Busse R. Cystic fibrosis: Cost of illness and considerations for the economic 
evaluation of potential therapies. Pharmacoeconomics 21(14):1001–1024, 2003.

Table 1.2. Examples of Cost-of-Illness Study Objectives  
and Results
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Summary

The United States spends almost $3 trillion per year on health care, and pharmacy 
products account for about 12% of this spending. To assess the value received 
for the resources expended, pharmacoeconomics is used to estimate and com-
pare costs and health-related outcomes for pharmacy interventions (products or 
services). The methods used in pharmacoeconomic research are borrowed from 
other disciplines, such as health economics. These can be applied at the individual 
patient level, the local level, the organizational level, or even at the national, or so-
cietal level. Based on how health outcomes are measured, there are four basic types 
of pharmacoeconomic studies: CMA, CEA, CUA, and CBA (see Table 1.1). Each 
type has advantages and disadvantages, which are discussed in more detail in later 
chapters. Another type of economic research seen in health care literature is the 
COI analysis, which estimates the costs to society for a specific illness or disease 
category.

It is important to note that whatever type of analysis or combination of analyses 
is conducted, the economic comparisons are but one part of the decision-making 
process; social values and legal, ethical, and political considerations are also incor-
porated into the decision-making process.

Questions/Exercises

1.	 Find two pharmaceutical articles in the literature, one that has “cost-
effectiveness” in the title and one that has “cost-benefit” in the title. Discuss 
why you think the researchers chose one type of analysis over the other.

2.	 Why do you think that governments from some other countries require phar-
macoeconomic analyses of new medications but the US government does not?

3.	 List two specific questions that might be asked in clinical practice that could be 
answered, in part, using a pharmacoeconomic analysis.

4.	 Find two pharmacy research articles that discuss in their introduction section 
the cost of illness for a specific disease or condition. Did the authors include 
both direct (medical costs) and indirect (productivity) costs of the disease? If so, 
which were higher, the direct or indirect costs?
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✦ Costing Terms

Costs are calculated to estimate the resources (or inputs) that are used in the 
production of a good or service. Resources used for one good or service are no 
longer available to be used for another. According to economic theory, the “true” 
cost of a resource is its opportunity cost—the value of the best-forgone option or 
the “next best option”—not necessarily the amount of money that changes hands. 
Resources committed to one product or service cannot be used for other products 
or services (opportunities). For example, if volunteers are used to help staff a new 
clinic, even though no money changes hands (i.e., volunteers are not paid), there 
is an opportunity cost associated with their help because they could be providing 
other services if they were not helping at the new clinic. Another example is if the 
new clinic required a part-time pharmacist and a currently employed pharmacist 
was asked to fill in at the clinic as part of his or her duties (instead of hiring a 
new part-time pharmacist for the clinic). The hourly rate of the pharmacist (plus 
fringe benefits) multiplied by the number of hours spent at the clinic would be 
used to estimate a portion of the costs of the new clinic even though no one new 

Measuring and Estimating Costs

Objectives
Upon completing this chapter, the reader will be able to:

1.	 Define different costing terms.

2.	 Categorize types of costs.

3.	 Determine the perspective of a study based on types of costs 
measured.

4.	 Understand when adjusting for timing of costs is appropriate.

5.	 Calculate net present value.

6.	 Compare average costs with marginal or incremental costs.

7.	 List common sources for obtaining cost data.

Chapter  2
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was added to the payroll. This is because if the pharmacist was not filling in at 
the clinic, he or she would have been providing other products or services—for 
example, filling prescriptions or providing clinical services to inpatients—“the 
next best option.”

The “price” or the amount that is charged to a payer is not necessarily syn-
onymous with the cost of the product or service. For example, if a hospital 
system wanted to calculate how much it cost to treat a patient with a specific 
diagnosis, there may be a substantial difference in what the total cost is to the 
hospital when compared with the amount the hospital charges the payer and 
what is actually collected from the payer after allowable amounts are factored 
in. Think of these differences as similar to the new car market. There is a cost to 
the car manufacturer to produce a car, a “sticker price,” which is the suggested 
price of the car (higher than the cost to produce the car), and the amount paid 
by the average car buyer (usually lower than the sticker price, which is good news 
for the buyer, but is hopefully higher than the cost to produce the car, which is 
good news for the manufacturer). These, in turn, are similar to the actual cost 
of a hospital to provide a service, the charge billed to the payer (third-party 
insurance payer, patient payer, or a combination), and the allowable charge 
or reimbursed amount paid by the payer(s). Again, the reimbursed amount is 
hopefully higher than the cost of the hospital to provide the service (good news 
for the hospital) and lower than the standard charge listed by the hospital (good 
news for the payer[s]).

✦ Cost Categorization

In the 1980s and 1990s, most textbooks categorized pharmacoeconomic (PE)-
related costs into four types: direct medical costs, direct nonmedical costs, 
indirect costs, and intangible costs (Table 2.1). These terms are not used con-
sistently in the literature, and it has been noted that the economic term indirect 
costs, which refers to a loss of productivity, might be confused with the account-
ing definition of indirect costs, which is used to assign overhead. An alternative 
method of categorization has been recently proposed by Drummond et al.1 that 
includes the following four categories: health care sector costs, costs to other sec-
tors, patient and family costs, and productivity costs. Because of the variations that 
readers may find in research studies, both methods of categorization are presented 
and discussed.

Direct Medical Costs

Direct medical costs are the most obvious costs to measure. These are the medi-
cally related inputs used directly to provide the treatment. Examples of direct 
medical costs include the costs associated with the pharmaceuticals, diagnos-
tic tests, physician visits, pharmacist visits, emergency department visits, and 
hospitalizations.

For chemotherapy treatment, for example, direct medical costs may include 
the chemotherapy products themselves, other medications given to reduce side ef-
fects of the chemotherapy, intravenous supplies, laboratory tests, clinic costs, and 
physician visits.
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Table 2.1. Examples of Types of Costs
Type of Cost Category Examples

Direct medical costs Medications
Medication monitoring
Medication administration
Patient counseling and consultations
Diagnostic tests
Hospitalizations
Clinic visits
Emergency department visits
Home medical visits
Ambulance services
Nursing services

Direct nonmedical costs Travel costs to receive health care (bus, gas, taxi)
Nonmedical assistance related to condition (e.g., Meals-on-
Wheels, homemaking services)
Hotel stays for patient or family for out-of-town care
Child care services for children of patients

Indirect costs Lost productivity for patient
Lost productivity for unpaid caregiver (e.g., family member, 
neighbor, friend)
Lost productivity because of premature mortality

Intangible costs Pain and suffering
Fatigue
Anxiety

Direct Nonmedical Costs

Direct nonmedical costs are costs to patients and their families that are directly 
associated with treatment but are not medical in nature. Examples of direct 
nonmedical costs include the cost of traveling to and from the physician’s of-
fice, clinic, or the hospital; child care services for the children of a patient; and 
food and lodging required for the patients and their families during out-of-town 
treatment.

For the chemotherapy treatment, patients may have increased travel costs re-
lated to traveling to the clinic or hospital. They may also have to hire a babysitter 
for the time they are undergoing treatment.

Indirect Costs

Indirect costs involve the costs that result from the loss of productivity because of 
illness or death. Indirect benefits, which are savings from avoiding indirect costs, 
are the increased earnings or productivity gains that occur because of the medi-
cal product or intervention. In the chemotherapy example, some indirect costs 
result from time the patient takes off from work to receive treatment or reduced 
productivity because of the effects of the disease or its treatment. On the other 
hand, some indirect benefits may accrue at a later time because of the increased 
productivity allowed by the success of the treatment in decreasing morbidity and 
prolonging life.



	 Chapter 2  •  Measuring and Estimating Costs	 13

Intangible Costs

Intangible costs include the costs of pain, suffering, anxiety, or fatigue that occur 
because of an illness or the treatment of an illness. Intangible benefits, which are 
avoidance or alleviation of intangible costs, are benefits that result from a reduction 
in pain and suffering related to a product or intervention. It is difficult to measure 
or place a monetary value on these types of costs. In the example of chemotherapy, 
nausea and fatigue are common intangible costs of treatment. In Chapter 7 on 
cost-benefit analysis, an example of a method for incorporating intangible costs 
and benefits into PE equations—the willingness-to-pay technique—is discussed. 
In Chapter 6 on cost-utility analysis, the calculation of utility measures is meant 
to include intangible costs and benefits as well.

✦ Alternative Method of Categorization

As mentioned, an alternative method of categorizing costs has recently been pro-
posed by Drummond et al.1 The first category is health care sector costs, which 
include medical resources consumed by health care entities. These types of costs 
are similar to the definition of direct medical costs but do not include direct 
medical costs paid for by the patient (e.g., deductibles, co-payments) or other 
non–health care entities. The second category is other sector costs. Some diseases 
and their treatment impact other non–health care sectors, such as housing, home-
maker services, and educational services. One example often noted is that when 
measuring resources used and savings incurred by the treatment of patients with 
schizophrenia, researchers should consider the impact on other sectors, including 
public assistance and the prison system.

The third category is patient and family costs. This categorization includes 
costs to the patient and his or her family without regard to whether the costs are 
medical or nonmedical in nature. Thus, these costs include the patient’s or family’s 
share of direct medical as well as direct nonmedical costs.

The fourth category is termed productivity costs and is analogous to the 
economic term indirect costs but has the advantage of not being confused with 
the accounting term with the same name. Drummond et al.1 advise against using 
the term intangible costs because they are “not costs (i.e., resources denied other 
uses)” and they are “not strictly intangible as they are often measured and valued, 
through the utility or willingness-to-pay approach.” As mentioned above, these 
approaches are discussed in following chapters.

Treatment of an illness may include a combination of these types of costs and 
benefits. Many studies report only the direct medical (i.e., health care sector) costs. 
This may be appropriate depending on the objective of the study. For example, if 
the objective is to measure the costs to the hospital for two treatments that are 
expected to differ only in direct medical costs, measurement of the other types of 
costs may not be warranted.

✦ Perspective

To determine what costs are important to measure, the perspective of the study 
must be determined. Perspective is an economic term that describes whose costs 
are relevant based on the purpose of the study. Conventional economic theory 
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suggests that the most appropriate and comprehensive perspective is that of so-
ciety. Societal costs include costs to the insurance company, costs to the patient, 
costs to the provider/institution, other sector costs, and indirect costs because of 
the loss of productivity. Although this may be the most appropriate perspective 
according to economic theory, it is not the most commonly seen in the PE litera-
ture because it is difficult and time-consuming to estimate all of these cost com-
ponents. In many cases, researchers are not interested in the overall costs of each 
treatment alternative; instead, they are interested in the differences in costs between 
two alternatives, and if they do not expect differences in any costs except for direct 
medical costs, measurement of other types of costs would not be relevant. The 
most common perspectives used in PE studies are the perspective of the institution 
or provider (e.g., hospital or clinic) or the payer (e.g., Medicaid or private insurance 
plan) because these may be more pragmatic to answer the question at hand.

The payer perspective may include the costs to the third-party plan or the pa-
tient or a combination of the patient co-pay and the third-party plan costs. At the 
beginning of this chapter, the differentiation of actual costs versus charges versus 
the reimbursed amount was discussed. If the perspective of the analysis is the hos-
pital, the actual cost to treat a patient should be estimated (similar to the cost to 
manufacture a product such as the example above about the cost to produce a car). 
If the perspective of the analysis is that of the payer, the amount that is reimbursed 
(similar to the actual amount paid for a car by the purchaser of the car) should be 
used when estimating costs. If the perspective is that of the patient, his or her out-
of-pocket expenses, such as co-payments, deductibles, lost wages, and transporta-
tion costs, would be estimated. Example 2.1 provides a summary of perspectives 
and cost categories used in published research papers.

✦ Timing Adjustments for Costs

Bringing Past Costs to the Present: Standardization of Costs

When costs are estimated from information collected for more than 1 year before 
the study, adjustment of costs is needed; this is also referred to as standardiza-
tion of costs. If retrospective data are used to assess resources used over a number 
of years back, these costs should be adjusted, or valued at one point in time. If you 
compared costs for patients who received treatment in 2005 with those for patients 
who received treatment in 2010, the comparison of resources used would not be a 
fair comparison because treatment costs tend to go up each year; so patients who 
received the same treatment in 2005 would have lower costs than those who received 
the treatment in 2010. Adjustment of the 2005 costs to the amount they would have 
cost in 2010 is needed before a direct (fair) comparison can be made between these 
groups. For example, if the objective of the study is to estimate the difference in the 
costs of chemotherapy regimens, information on the past use of these two treat-
ments might be collected from a review of medical records. If the retrospective review 
of these medical records dates back for more than 1 year, it may be necessary to stan-
dardize the cost of both medications by calculating the number of units (doses) used 
per case and multiplying this number by the current unit cost for each medication.

Table 2.2 illustrates an example of adjustment using this first method to esti-
mate the treatment costs for a mild infection. These costs include two office visits, 
one laboratory service, and a prescription for an antibiotic. If retrospective data were 
collected over a number of years for patients who had received treatment for their 
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Medical Resources Used  
to Treat Mild Infection

Units of Each  
Resource

Cost per Unit  
in 2005 ($)

Total Cost  
in 2005 ($)

Office visit Two visits 62.00 124.00

Laboratory service to culture  
organism

One laboratory  
service

53.00 53.00

Antibiotic medication 28 capsules 1.03 28.84

Total 205.84

Table 2.2. Example of Standardization: Units  
Multiplied by Costs

infection, using unit costs from one point in time would achieve standardization 
and allow for more uniform comparisons.

Another method used to standardize past costs is to multiply all of the costs 
from the year the data were collected by the medical inflation rate for that year 
(Table 2.3). Medical Consumer Price Index (MCPI) inflation rates can be found at 
the Bureau of Labor Statistics’s website (www.bls.gov) and have been between 3% 
and 4% each year since 2005.2

Note: Summary of Neumann P. Costing and perspective in published cost-effectiveness 
analysis. Medical Care 47(7 suppl 1):S28–S32, 2009.

The Tufts Medical Center Cost-Effectiveness Analysis (CEA) Registry contains infor-
mation on over 3,000 published health economic studies in an online searchable 
database (www.cearegistry.org). This paper considered the measurement of numera-
tor of the economic equation—costs (rather than the denominator – outcomes). As 
mentioned in this chapter, economic theory recommends assessing costs from a 
“societal”—or all-encompassing—community perspective. But this perspective may 
be impractical and/or conflict with that of the decision maker (payer). This paper 
summarized the perspective used in 1,164 published cost-utility analysis (CUA) 
studies conducted from 1976 to 2005. More recent studies were more likely to 
include a clear study perspective (83% of those from 2002 to 2005, 52% from 
1976 to 1997, and 74% from 1998 to 2001). Although about 41% of the authors 
stated they used the societal perspective and about 33% of the authors stated they 
used the payer’s perspective (26% not stated or other), reviewers at the CEA Registry 
categorized about 29% as societal and about 69% as the health care payer’s 
perspective (2% not stated or other). Some researchers considered the perspective 
as societal if they included all types of medical costs (patient, third party, etc.), but 
did not include nonmedical costs (parking, babysitting, loss of productivity, etc.), 
while others may have reasoned that these nonmedical costs were captured by the 
difference in outcomes measures—for example, it has been argued that patients’ 
preferences as measured by quality-adjusted life-years (QALYs) include the patients’ 
consideration of nonmedical costs and lost earnings. The author concluded that 
researchers should be clearer about the perspective of their study.

Example 2.1 � Review of Costing Procedures  
In Published Articles

http://www.cearegistry.org
http://www.bls.gov
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Bringing Future Costs (Benefits) to the Present: Discounting

If costs are estimated based on dollars spent or saved in future years, another type 
of modification, called discounting, is needed. There is a time value associated 
with money. People (and businesses) prefer to receive money today rather than at 
a later time. Therefore, money received today is worth more than the same amount 
of money received next year. For example, if I asked to borrow $1,000 from you 
today and assured you I would pay you back the $1,000 in 3 years, you would not 
agree to lend me the money unless I paid you more than $1,000 in 3 years, even if 
I could guarantee there would be no inflation in the next 3 years. Money promised 
in the future, similar to health care savings promised in the future, is valued at a 
lower rate than money (savings) received today. Modifications for this time value 
are estimated using a discount rate. The discount rate approximates the cost of 
capital by taking into account the interest rates of borrowed money. From this 
parameter, the present value (PV) of future expenditures and savings can be calcu-
lated. The discount rate generally accepted for health care interventions is between 
3% and 5%, but it is recommended that a comparison of results be conducted using 
high and low estimates of various discount rates. Varying these discount rates is an 
example of a sensitivity analysis, a term discussed in the next chapter.

The discount factor is equal to 1/(1 + r)t, where r is the discount rate and t is 
the number of years in the future that the cost or savings occur. For example, if 
the expenses of cancer treatment for the next 3 years are $5,000 for year 1, $3,000 
for year 2, and $4,000 for year 3, discounting should be used to determine total 
expenses in PV terms. If one assumes that the expenses occur at the beginning 
of each year, then first-year costs are not discounted (see Table 2.4). It is equally 

Year Costs Are Incurred
Estimated Costs without 
Discounting($) Calculation ($) Present Value ($)

Year 1 5,000 5,000/1 5,000

Year 2 3,000 3,000/1.05 2,857

Year 3 4,000 4,000/(1.05)2 3,628

Total 12,000 11,485
aUsing a 5% discount rate.

Table 2.4. Example of Discounting: Costs Assessed  
at Beginning of Each Yeara

Medical Resources Used  
to Treat Mild Infection

Cost Estimate for  
Resource ($)

Year of Cost  
Estimate

Cost Adjusted  
to 2005 ($)

Office visits 115.00 2003 125.46a

Laboratory service to culture  
organism

50.00 2004 52.25b

Antibiotic medication 28.84 2005 28.84

Total 206.55

Medical CPI for 2004 = 4.4%; Medical CPI for 2005 = 4.5%
a$115 × 1.044 [1 + MCPI for 2004] × 1.045 [1 + MCPI for 2005]
b$50 × 1.045 [1 + MCPI for 2005]

Table 2.3. Example of Standardization: Using  
Medical Consumer Price Index (MCPI) Inflation Rates
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Table 2.5. Example of Discounting: Costs Assessed  
at End of Each Yeara

Year Costs Are Incurred
Estimated Costs without 
Discounting ($) Calculation ($) Present Value ($)

Year 1 5,000 5,000/1.05 4,762

Year 2 3,000 3,000/(1.05)2 2,721

Year 3 4,000 4,000/(1.05)3 3,455

Total 12,000 10,938
aUsing a 5% discount rate.

acceptable to assume that expenses occur at the end of the first year (12 months 
later), and therefore, they are discounted (see Table 2.5). Example 2.2 looks at dis-
counting both the estimated costs and estimated savings over 3 years of operating 
a new asthma clinic (using a 3% discount rate and no discounting for first-year 
costs and savings).

This example shows why discounting (adjustment for the time value of money) is 
needed when extrapolating estimated costs and savings into the future. Start-up 
(first-year) costs of the clinic may be higher than in year 2 and year 3. The savings 
(attributable to fewer hospitalizations and emergency room visits) may not be seen 
until after the first year of operation of the clinic. All costs and savings must be 
valued at one point in time (year 1 or present value) to more accurately compare 
costs with savings.

Year 1 Year 2 Year 3 Total

Costs of health 
clinic—not 
discounted ($)

200,000 150,000 150,000 500,000

Costs of 
health clinic—
discounteda ($)

PV = 200,000 PV = 145,631 PV = 141,389 PV = 487,020

Savings from 
health clinic—
not discounted 
($)

100,000 200,000 250,000 550,000

Savings from 
health clinic—
discounteda ($)

PV = 100,000 PV = 194,175 PV = 235,649 PV = 529,824

Net savings—not 
discounted ($)

(100,000)b 50,000 100,000 50,000

Net savings—
discounteda ($)

PV = (100,000)b PV = 48,544 PV = 94,260 PV = 42,804

Example 2.2 � Discounting Costs and Savings  
for An asthma Clinic

PV, present value of future costs or future savings, assuming costs and savings occur at 
beginning of the year (i.e., first-year costs and savings not discounted).
aDiscounting at 3% discount rate after year 1.
bParentheses indicate a net cost, or negative monetary amount.
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Average versus Marginal or Incremental Costs

As mentioned, clinicians and other decision makers are trying to determine which 
alternative to select based on the costs and outcomes of the alternatives. When 
deciding between medication A and medication B, a clinician would find it useful 
to know the estimated difference in costs and the estimated difference in outcomes 
between the medications to determine whether added benefits outweigh the added 
costs. Therefore, when comparing the costs of options, it is important to look at 
the change in costs. The terms marginal costs and incremental costs are often used 
interchangeably to refer to this change or difference between alternatives. Others 
make the distinction that marginal costs refer to the cost of producing one extra 
unit of outcome or product, and incremental costs refer to the difference in cost 
between two competing options. In clinical practice, a realistic option may be to 
compare a new treatment with a standard treatment; thus, the difference in these 
costs is of interest to the decision maker. Therefore, the calculation of the change in 
costs divided by the change in outcomes should be used. The result of this calcula-
tion is termed the incremental cost-effectiveness ratio (ICER), and it can be very 
different from comparing the average costs of the options or alternatives, especially 
when the difference in outcomes is small. Table 2.6 shows an example of the dispar-
ity in results when calculating average costs per outcome compared with calculating 
incremental costs per outcome. Treatment B costs only $125 more per patient than 
treatment A ($450 versus $325, respectively), yet the cost per additional (incremen-
tal) success (the ICER) is $3,125. Some find it easier to understand this concept if 
they calculate this ratio another way. If a clinician is faced with the choice of treating 
100 patients with treatment A (100 patients × $325 per patient = $32,500) or 100 
patients with treatment B (100 patients × $450 = $45,000), it would cost $12,500 
($45,000 versus $32,500) more to treat 100 patients with treatment B. Of the 100 
patients treated with treatment A, 87 would have a successful outcome, but 91 of the 
100 patients treated with treatment B would have a successful outcome (four extra 
successes). Therefore, it is estimated that it costs $12,500 more to treat 100 patients 
with treatment B in order to achieve four extra successes (or as before $3,125 per 
extra success).

✦ Resources for Cost Estimations

How does the researcher estimate common direct medical costs? Sometimes 
these costs are measured directly during a clinical study for each patient 

Treatment A Treatment B

Total cost ($) 325 450

Effectiveness 87% successful 91% successful

Average  
cost-effectiveness ($)

325/0.87 = 373 per success 450/0.91 = 494 per success

Incremental  
cost-effectivenessa ($)

— (450 − 325) / (0.91 − 0.87) = 
3,125 for each additional success

aDifference in costs divided by difference in effectiveness.

Table 2.6. Comparing Average and Incremental  
Cost Ratios
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through record keeping and patient logs. The more similar a clinical study is to 
“real-world” practice, the better estimate this method provides. Sometimes costs 
are collected retrospectively from medical records or reimbursement claims 
data. Combing through medical records can be time-consuming and thus re-
source intensive. Claims data review is a relatively inexpensive way to collect 
cost data for patients but may be incomplete (see Chapter 11 on retrospective 
databases). Other times, these costs are estimated from various standard lists 
of costs. Sources of estimates for four types of common direct medical cost 
categories are addressed: medications, medical services, personnel costs, and 
hospitalizations.

Medications

The average wholesale price (AWP) is often used when calculating the cost of 
pharmaceutical products in the United States. This is considered the “list price” or 
“sticker price” of medications and can be found in readily available sources such 
as the Red book.3 The AWP is higher than what pharmacies, institutions, or third-
party payers actually pay for medications. Although the AWP has long been used 
as a benchmark for prescription prices, some argue that it has moved so far from 
the actual acquisition cost that it is no longer useful.4 The wholesale acquisition 
cost (WAC) prices are estimates of costs to wholesalers from the manufacturer 
(some use the analogy of “catalog” prices), but these estimates do not include 
discounts. The average manufacturer’s price (AMP), calculated to reflect the av-
erage amount paid to manufacturers by wholesalers after discounts are included, 
is a more precise estimate of what buyers (pharmacies) pay for medications, but 
the AMP calculations are proprietary and not available to the general public. 
Researchers should be clear about the source they use to estimate pharmacy costs, 
to enhance comparability of studies.5

Medical Services

Medical services, such as office or clinic visits and outpatient laboratory and 
surgical procedures, are frequently included in direct medical cost estimates. As 
mentioned, providers have a list of charges for these types of services, but payers 
usually pay less than this “list price.” When the perspective is that of the purchaser 
(or payer), various sources are available to estimate these costs to the payers. 
A common source for US reimbursement rates (the amount reimbursed by pay-
ers to the providers of health services) is the Physician’s Fee Reference (both a book 
and a searchable database are available).6 Medicare reimbursement rates for these 
types of services are also provided by Centers for Medicare and Medicaid Services 
(CMS). Reimbursement figures from the Physician’s Fee Reference are higher than 
those from the Medicare list.

Personnel

When the perspective of the study is that of the provider of health services 
(e.g.,  hospital, clinic, physician’s office, pharmacy) and the provision of differ-
ent health care alternatives involves a difference in the amount of time spent by 
medical personnel, attributing a cost to this difference is warranted. For example, 
if a hospital wanted to determine the cost-effectiveness of instituting a pharmacy 
discharge counseling service, an important cost estimate would include the time 
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of the pharmacists who would provide this service. To estimate these costs, the 
amount of time spent in the activity would be multiplied by the salary plus fringe 
benefits of pharmacists. Estimating the time for the personnel may include the 
use of estimates based on similar services or may involve more precise work 
measurement methods. These work measurement methods may include using a 
stopwatch to time how long an activity takes on average (e.g., recording how long it 
takes for a nurse to hang an intravenous medication bag) or having the employees 
keep a log of when they are involved in certain activities (e.g., asking the pharmacist 
to write down how many hours are spent in the clinic and how many patients are 
counseled each day). Categorizations and examples of the various work measure-
ment methods can be found elsewhere.7,8

Hospitalizations

The level of the precision of estimates varies widely for studies that include hos-
pital costs as part of their evaluation. In order from least precise (gross or macro-
costing) to most precise (micro-costing), four methods for estimating hospital 
costs are per diem, disease-specific per diem, diagnosis-related group (DRG), 
and micro-costing. The level used is determined by the importance of the hospital-
related costs to the overall evaluation, the perspective of the study, the availability 
of cost data, and the resources available for conducting the study (more precision 
usually means more time intensive).

Per Diem

The least precise method of estimating hospital costs is the per diem method of 
costing. For each day that a patient is in a hospital setting, an average cost per 
day for all types of hospitalizations is used as a multiplier. For example, if  the 
average cost reimbursement per day for hospitalizations of all patients was 
$2,000 per day, the cost estimate for a 3-day stay for appendicitis would be the 
same as the estimate for a 3-day stay for cardiac bypass surgery (3 days × $2,000/
day = $6,000).

Disease-Specific Per Diem

It would be more precise to use estimated costs per day for specific diseases, 
or a disease-specific per diem. Here the average reimbursement rate might be 
$1,500 per day for the appendicitis case ($4,500 for 3 days) and $10,000 per day 
($30,000 for 3 days) for the cardiac bypass surgery case.

Diagnosis-Related Group

A relatively available and often-used method of estimating hospital costs to the 
payer is the payment rate for DRGs. This method is used to classify clinically co-
hesive diagnoses and procedures that use similar resources. These were first used 
by the federal government in the 1980s to contain the increase in Medicare costs. 
Each patient is assigned one of more than 500 DRGs based on factors such as 
principal diagnosis, specific procedures involved, secondary diagnoses, and age, 
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and the average reimbursement for each DRG can be used to approximate the cost 
to the payer.

Micro-costing

The most precise method of estimating hospital costs is micro-costing. Micro-
costing involves collecting information on resource use for each component of an 
intervention (in this example, each component of a hospitalization) to estimate 
and compare alternative interventions. For example, if the perspective of a study 
was a provider, such as a hospital, and the objective was to determine whether 
a new technology would save hospital resources for patients who had a specific 
DRG, then using the DRG reimbursement rate as a proxy for cost would not 
provide the information needed. In such situations, micro-costing would pro-
vide more useful information. This usually entails a review of patients’ hospital 
records to determine what specific services (e.g., medications, laboratory services, 
procedures) were used and to assign a cost to each service. Records are kept for 
each service to determine how much to charge the payers (patient and third-party 
payers) for each hospital stay. As mentioned, charges are list prices, and most pay-
ers reimburse hospitals at a much lower rate, called the allowable charge, based 
on contractual agreements. To make a profit, the true costs of providing these 
services need to be lower than the amount of reimbursement from the payers. 
To simplify calculations, a cost-to-charge ratio for the entire hospital or for each 
department may be used to estimate true costs, which are difficult to determine, 
from charge data, which are easier to obtain. Refer to Example 2.3 for examples of 
the types of hospital costs measured using micro-costing and Example 2.4, which 
compares costs estimated using charges with costs estimated using cost-to-charge 
ratio calculations.

Summary

This chapter summarized two schools of thought on categorizing different types 
of costs in PE analyses. The categories of costs that need to be measured depend 
on the perspective of the study (or whose costs is the study concerned about), which 
in turn depends on the objective of the study—in other words, what questions are 
the researchers trying to answer. After the categories of costs are decided upon, 
modifications of these costs based on timing issues might need to be addressed. 
If the data on costs are collected retrospectively for more than 1 year, adjustment 
calculations are used, or if the data on costs (or savings) are estimated into the fu-
ture for more than 1 year, discounting methods are used. The need for incremental 
cost calculations was addressed, and some standard methods and sources used in 
estimating direct medical costs were outlined.

Now that readers have an understanding of the left hand of the PE equation 
(see Figure 1.1), Chapter 3 gives examples of questions to ask when reading or as-
sessing a PE research article or report. Chapters 4 to 7 discuss how to measure the 
right-hand side of each type of PE study and then follow it up with a composite 
article that readers are encouraged to critique using the questions outlined in 
Chapter 3.
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Example 2.3  Micro-Costing

This is an example of micro-costing from the literature. Fentanyl and remifentanil are 
opiates used for patients undergoing surgery. It has been suggested that remifentanil 
speeds postoperative recovery because of its short duration of action (which can 
lead to the patients being disconnected from the breathing tube more quickly after 
surgery). One of the objectives of this study was to compare costs to the hospital 
between patients who received fentanyl and who received remifentanil for coronary 
bypass graft surgery without cardiopulmonary bypass. Charges listed on patient bills 
were multiplied by department-level cost-to-charge ratios to estimate the average 
cost to the hospital for each patient. Although some department-level costs were dif-
ferent between the two groups, the overall total costs for patients using fentanyl and 
remifentanil were not significantly different.

Cost Type
Fentanyl Costs ($)  
(n = 20)

Remifentanil Costs ($)  
(n = 39)

Ward 4,808 3,973

Operating room 2,216 2,284

Medical or surgical supplies 1,941 2,080

Intensive care unit 1,914 2,349

Cardiac catheterization  
laboratory

1,097 1,129

Laboratory 913 854

Pharmacy 611 575

Anesthesia 416 476

Intravenous therapy 414 470

Respiratory therapy 398 255

Transfusion 216 285

Emergency room 215 191

Radiology 176 147

Vascular laboratory 93 54

Recovery room 65 31

Electrocardiography 61 64

Pulmonary laboratory 34 0

Rehabilitation 21 7

Nuclear medicine 9 31

Computed tomography scan 0 17

Total Costs 15,616a 15,272

aBecause of rounding, total does not equal addition of all costs listed.

Adapted from Reddy P, Feret BM, Kulicki L, Donahue S, Quercia RA. Cost analysis of fentanyl 
and remifentanil in coronary artery bypass graft surgery without cardiopulmonary bypass.  
Journal of Clinical Pharmacy and Therapeutics 27(2):127–132, 2002. Used with permission  
of Blackwell Publishing.
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This example summarizes some of the information found in Taira et al. (2003). The 
authors compared cost estimates of three multicenter clinical trials of patients with 
coronary artery disease. They used patient-level use of resources in these trials to 
compare various methods of measuring costs and cost differences between alterna-
tives studied. Hospital charges included the itemized amount that was listed for 
the average patient. The hospital cost-to-charge ratios were calculated by dividing 
annual total hospital costs by annual total hospital charges. For example, in the 
first clinical trial, which compared angioplasty with atherectomy, the overall cost-
to-charge ratio for the hospitals in this study was about 61%. The department-level 
cost-to-charge ratios were calculated by dividing each department’s total annual costs 
(e.g., pharmacy, laboratory, surgery) by each department’s total annual charges, 
multiplying each department’s ratio by each department’s charges, and then sum-
ming them together. For the first clinical trial, this resulted in a department-level 
cost-to-charge ratio of about 54%. This may seem like a large percent of profit, but 
readers should remember that hospitals’ charges (remember the sticker price of a 
car example) do not equal hospital reimbursements or revenues (the amount actu-
ally paid to the hospital by payers). Also note that although there was a divergence 
in the magnitude of costs differences between alternative 1 and 2 depending on 
the method of cost estimation used, the answer to the question Is there a statistical 
difference in these costs? was the same for both methods.

Mean Cost 
Estimates: 
Alternative 1 ($)

Mean Cost 
Estimates: 
Alternative 2 ($)

Statistical Difference 
in Means Using 
t-test

Clinical Trial 1 Angioplasty Atherectomy

Hospital charges 18,155 21,251 Yes; p = 0.007

Hospital-level  
cost-to-charge ratio

10,960 12,910 Yes; p < 0.001

Department-level 
cost-to-charge ratio

9,616 11,547 Yes; p < 0.001

Clinical Trial 2 Palmaz-Schatz Stent Multilink Stent

Hospital charges 21,706 21,594 No; p = 0.92

Hospital-level  
cost-to-charge ratio

11,693 11,487 No; p = 0.68

Department-level  
cost-to-charge ratio

8,865 8,841 No; p = 0.96

Clinical Trial 3 Urokinase AngioJet

Hospital charges 80,753 59,442 Yes; p < 0.001

Hospital-level  
cost-to-charge ratio

37,705 27,251 Yes; p < 0.001

Department-level  
cost-to-charge ratio

19,154 13,950 Yes; p < 0.001

Example 2.4 �U se of Charges versus Cost-to-Charge Ratios  
In Economic Comparisons

Adapted from Taira DA, Seto TB, Siegrist R, et al. Comparison of analytic approaches for the 
economic evaluation of new technologies alongside multicenter clinical trials. American Heart 
Journal 145(3):452–458, 2003, with permission.
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Questions/Exercises

1.	 For each situation, what type of cost is being measured?
a.	 A patient must pay for a taxi ride to the clinic.
b.	 A patient receives an influenza vaccination at the pharmacy.
c.	 A patient is fatigued because of chemotherapy treatments.
d.	 An adult daughter misses work to take care of her mother who recently had 

hip replacement surgery.
2.	 A new pharmaceutical product has just been developed for patients who are 

treatment-resistant to the current antipsychotic products on the market. Based 
on the following perspectives and objectives, what costs should be measured?
a.	 An inpatient mental health hospital wants to estimate the effect of the new 

product on its budget.
b.	 The state Medicaid program wants to estimate the effect of the new product 

on its budget.
c.	 The governor of your state wants to estimate the effect of the new product on 

the state budget.
3.	 Based on the following costs from a retrospective analysis, what is the 2013 value 

for the three alternatives using a medical consumer price index (MCPI) inflation 
rate of 3.5% per year?

Year 2010 2011 2012 2013

Alternative 1 costs ($) 10,000 30,000 30,000 20,000

Alternative 2 costs ($) 15,000 15,000 25,000 25,000

Alternative 3 costs ($) 20,000 20,000 20,000 20,000

4.	 Based on a 3% discount rate, what is the 2013 present value of the costs of the 
three alternatives estimated to accrue over the next 4 years? Assume that costs 
are assessed (accrued) at the beginning of the year.

Year 2013 2014 2015 2016

Alternative 1 estimated costs ($) 10,000 30,000 30,000 20,000

Alternative 2 estimated costs ($) 15,000 15,000 25,000 25,000

Alternative 3 estimated costs ($) 20,000 20,000 20,000 20,000
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✦ Appropriateness of Methods of Analysis

There is no one standard, agreed-upon method used to conduct a pharmacoeco-
nomic analysis; rather, there are many acceptable methods. The appropriateness 
of these methods depends on many factors, including the specific question or 
objective, the perspective of the study, the time period needed to determine out-
comes of the alternatives, and the resources (e.g., time, money, databases) available 
to researchers. No study is perfect; thoroughness is balanced with the practical-
ity of the research. However, several authors1–3 do cite methodology to assist in 
systematically reviewing the pharmacoeconomic literature.

A summary of review articles that assessed the quality of health economic publica-
tions concluded that there has been a modest improvement in the quality of conduct-
ing and reporting economic evaluations in the past decade (1990 to 2001).4 A review 
of economic evidence, in the form of dossiers, provided by manufacturers to a health 
plan also showed that about half did not comply with recommended economic 
practice standards (e.g., did not state the perspective—Question 5 in this chapter—or 
conduct any sensitivity analyses—Question 11 in this chapter).5 If a study is carefully 
reviewed to ensure that the author(s) included all meaningful components of an 
economic evaluation, the likelihood of finding credible and useful results is higher.

✦ Questions to Use When Critiquing Research Articles

The following 14 questions illustrate the types of questions that should be raised 
when reviewing pharmacoeconomic studies. Most of the following chapters con-
tain a composite article that incorporates the positive and negative aspects found 
in a mix of real research articles. After each composite article, you will find answers 
to the list of 14 questions outlined here. (Although topics are taken from actual 
articles, methods and data have been changed to illustrate points made in the 
chapter. All medication names in these composite articles are fictitious.)

Critiquing Research Articles

Objectives
Upon completing this chapter, the reader will be able to:

1.	 List and give examples and explanations of 14 questions to 
consider when reviewing a pharmacoeconomic research article.

Chapter  3
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1.	 Complete Title: Is the Title Appropriate?
From reading the title, can it be determined what is being compared and what 
type of study is being conducted—cost-minimization analysis (CMA), cost-
effectiveness analysis (CEA), cost-utility analysis (CUA), cost-benefit analysis 
(CBA), or a combination of them. Does the title sound biased?

For example, a title such as Pharmacoeconomic Analysis of Glipizide versus Glyburide 
in the Veterans Administration does not specify the type of study (CMA, CEA, CBA, 
or CUA) conducted. Although this is not wrong, readers may prefer to know what 
type of study was conducted when searching for articles that are relevant to their 
purpose. In addition, sometimes the title is vague about what is being compared. 
For example, the title Cost-Effectiveness Analysis of Two Antibiotic Therapies in a Large 
Teaching Hospital does indicate the type of study that was conducted but not the 
alternatives that were compared. When many therapies are compared, the title 
might get long if all of them were listed. In some cases, the title itself may seem bi-
ased. For example, a title (here using names of medications that do not exist) such 
as Ultraceph Found Cost-Effective When Compared to Megaceph sounds like advertising 
rather than a scientific-based research.

2.	 Clear Objective: Is a Clear Objective Stated?
Was a well-defined question posed in an answerable form? This should be clearly 
stated at the beginning of the article. Examples of clear objectives might be “The 
objective of this study was to calculate the benefit-to-cost ratio of pharmacist in-
terventions in our hospital.” or “Our purpose was to perform an incremental cost-
utility analysis of standard chemotherapy compared with palliative treatment 
alone for patients with inoperable lung cancer.” An example of an unclear state-
ment would be “The objective of our study is to determine if Ultraceph is better 
than Megaceph.” This statement leaves the reader wondering better in what way?

3.	 Appropriate Alternatives: Were the Appropriate Alternatives or Comparators 
Considered?
Ideally, the most effective treatments or alternatives should be compared. In phar-
macotherapy evaluations, the manufacturers of innovative new products often 
compare or measure the new product against a standard current therapy. This 
selection should include the best clinical options or the options that are used most 
often in a particular setting at the time of the study. If a new treatment option is be-
ing considered, comparing it with an outdated treatment or a treatment with low 
efficacy rate is a waste of time and money. A new treatment should be compared 
with the next best alternative or the alternative it may replace. Keep in mind that 
the alternatives may include drug treatments and nondrug treatments (e.g., medi-
cation versus surgery). Head-to-head comparisons of the best alternatives provide 
more information than comparisons of a new product or service with an outdated 
or ineffective alternative. In many cost-benefit analyses (CBAs), the options may 
be thought of as a “with or without” option. The comparison of a service or a 
preventative therapy (e.g., a vaccination or immunization) is compared with the 
alternative of not implementing the service or providing the preventative therapy.

4.	 Alternatives Described: Was a Comprehensive Description of the Competing 
Alternatives Given?
Could another researcher replicate the study based on the information given? If 
pharmaceutical products are compared, the dosages and length of therapy should 
be included. It is not helpful for the researcher to compare a low dose of one drug 
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with a high dose of a competing drug. In some cases, a range of doses is given based 
on the range given to a specific population of patients or based on a summary of 
more than one research study used to gather data on costs and effects. In chemo-
therapy research, sometimes researchers describe the doses as “equitoxic”—a dose 
based on the amount a patient can tolerate without severe side effects—because 
patients need to be individually dosed based on their body mass index, their 
immunity status, and their reactions to the medication.

If pharmacy services are compared, explicit details of the services make the paper 
more useful. For these services, a description of start-up and continuing resource 
needs should be addressed, if applicable. For example, additional training for phar-
macists and other health care professionals and space, overhead, equipment, or 
software needs may be required to provide the service. A summary of the services 
provided should be outlined. For example, if a pharmacist in a diabetes clinic pro-
vides services, readers would want to know how patients are identified, what topics 
are covered with the patient, and what type of follow-up is provided. A large part 
of the expense of providing pharmacy services may be personnel costs. Information 
about the measurement of these costs is provided in Chapter 2.

5.	 Perspective Stated: Is the Perspective of the Study Addressed?

The perspective tells the readers whose costs are measured. It is important to 
identify from whose perspective the analysis will be conducted because this deter-
mines the costs to be evaluated. Is the analysis being conducted from the perspec-
tive of the patient, hospital, clinic, insurance company, or society? Depending on 
the perspective assigned to the analysis, different results and recommendations 
based on those results may be identified. Some articles are not clear about what 
type of costs or whose costs is used in the calculations, and it is up to the reader to 
guess the perspective. In more recent articles, editors and reviewers are more aware 
that readers look for a sentence that explicitly states, “The perspective of the study 
was. . .” Some articles may use acceptable phrases such as “total third-party reim-
bursements for prescription and medical services were measured and summed” or 
“costs to the Canadian health care system were assessed,” indicating the perspec-
tive to the readers without using the specific term.

6.	 Type of Study: Is the Type of Study Stated?
Knowing up front the type of pharmacoeconomic study that is being conducted 
helps readers follow the rest of the research article. As mentioned, it is helpful if the 
type of study is mentioned in the title. Some articles contain more than one type of 
study. For example, an article comparing chemotherapy options may include both 
cost-effectiveness calculations (cost per year of life saved) and cost-utility calcula-
tions (cost per quality-adjusted life year) and may compare the results of both.

7.	 Relevant Costs: Were All the Important and Relevant Costs Included?

Based on the stated perspective, were the appropriate types of costs assessed? 
Were costs collected for an appropriate time period? If these costs were estimated 
from other research or source material, they should be referenced. The author’s list 
should be compared with the reader’s practice situation. Was there justification 
for any important costs or consequences that were not included? Sometimes the 
authors may admit that although certain costs or consequences are important, 
they were impractical (or impossible) to measure in their study. It is better that the 
authors state these limitations rather than ignore them. Other times, the costs are 
so small that it would not be worth the effort to measure them.
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Protocol driven-costs should be excluded from calculations. Protocol-driven 
costs are costs that occur because of the research protocol of a randomized, con-
trolled trial that would not occur in everyday practice. For example, randomized, 
controlled trials for medications to treat stomach ulcers may include endoscopy 
procedures at various intervals to determine the healing rate of the ulcers. In every-
day practice, physicians commonly rely on patients’ reports of symptoms (or lack 
of symptoms) to determine the effectiveness of the medication. Costs that are the 
same for all alternatives are also commonly excluded based on the argument that 
when conducting an incremental cost-effectiveness analysis, these costs would 
mathematically cancel out each other.

8.	 Relevant Outcomes: Were the Important or Relevant Outcomes Measured?
Are these the clinical outcomes that are important to clinicians? Were outcomes 
measured for an appropriate time period? For example, when comparing medica-
tions that reduce blood pressure, clinicians agree that the main outcomes are change 
in systolic and diastolic blood pressure. But when comparing medications that treat 
diabetes, is fasting blood glucose or hemoglobin A1C important (or are both im-
portant)? When comparing medications that treat asthma, there is more debate on 
what outcomes are most important to measure. Some clinicians may prefer to use 
forced expiratory volume (FEV) measurements, but it is common in pharmacoeco-
nomic studies to use a measure called symptom-free days (SFDs), which are based 
on patient diaries or reports. When measuring outcomes, is the appropriate time 
period used? For acute medical problems, such as infections or influenza, following 
up patients until the problem is resolved (an episode of care) entails collecting in-
formation for every patient in a short time frame. Conversely, outcomes emanating 
from chronic conditions, such as high blood pressure and high cholesterol levels, 
may not be fully captured until many years have elapsed. It is important for the 
reader to evaluate whether the time period of data collection was appropriate for 
the clinical measures recorded. This is especially important when short-term clinical 
trial data are incorporated into pharmacoeconomic studies of chronic conditions.

9.	 Adjustment or Discounting: Was Adjustment Appropriate? If So, Was It 
Conducted? Was Discounting Appropriate? If So, Was It Conducted?

As mentioned in Chapter 2, if retrospective data were analyzed to assess resources 
used over a number of years, these costs should be adjusted, or standardized, to value 
resources at one point in time. In addition, if the costs or benefits were extrapolated 
more than 1 year out, the time-value of money must be incorporated into the cost 
estimates, using discount rates to calculate the present value. These are two differ-
ent questions. It is possible that neither adjustment nor discounting is needed, that 
only adjustment is needed, that only discounting is needed, or that both are needed.

10.	 Reasonable Assumptions: Are Assumptions Stated and Reasonable?
Pharmacoeconomic studies frequently require researchers to use estimates of 
costs or outcomes. Whenever estimates are used, there is a possibility that these 
estimates may not be precise (or universally agreed upon by the readers). These 
estimates may be referred to as assumptions. For example, authors may assume 
the cost of a laboratory test is $50, that patient adherence with a regimen will be 
100%, or that the discount rate is 3%. These types of assumptions should be stated 
explicitly. Authors may include estimates without using the term “assumption,” 
although using this term helps the reader differentiate between the values that 
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were directly measured and the values that were estimated. Readers should ask 
themselves whether these estimates seem reasonable in the context of their practice 
or decision-making processes.

11.	 Sensitivity Analyses: Were Sensitivity Analyses Conducted for Important 
Estimates or Assumptions?

Sensitivity analysis allows one to determine how the results of an analysis would 
change when “best guess” estimates, or assumptions, are varied over a relevant 
range of values. By using a plausible range of values for key assumptions, sensitiv-
ity analysis allows the researcher to examine the impact of these assumptions on 
the study conclusions. For example, if a researcher makes the assumption that the 
appropriate discount rate is 3%, this estimate might be varied from 0% to 6% to 
determine whether the same alternative would still be chosen within this range. 
This method helps determine whether the analysis is robust. Do small changes in 
estimates produce important differences in the results? If the same option or com-
parator were chosen for the full range of the sensitivity analyses, the analysis is said 
to be insensitive, or robust, to this range of values, thereby adding confidence in 
the study results. If the conclusions or choice of therapy changes on the basis of a 
plausible range of estimates, the results are deemed sensitive to this estimate, and 
readers should be aware of this when interpreting results.

In the previous chapter, Examples 2.3 and 2.4 estimates provided sensitivity 
analyses. In Example 2.2, the net savings of a clinic after 3 years was $42,804 if fu-
ture costs and savings were discounted at 3%, and $50,000 if discounting was not 
conducted (0% discount rate). Either calculation resulted in positive net savings for 
the clinic; therefore, the choice of whether or not to implement the clinic was not 
affected by (insensitive to) the range of discount rates used (0% to 3%). Example 2.4 
showed that for three multicenter trials of patients with coronary artery disease, 
the method of cost estimation (charges versus hospital-level cost-to-charge ratios 
versus department-level cost-to-charge ratios) did not change the answer to the 
question Is there a significant difference in costs between alternatives studied? Again, this 
indicates insensitivity to the cost estimation method used. More examples of 
sensitivity analyses are given in subsequent chapters of this book.

12.	 Limitations Addressed: Were Limitations Addressed?
Because of practical restrictions, no study is ideal; therefore, the authors should 
mention the most important limitations of their study. Using retrospective da-
tabases may increase the possibility of selection bias. Selection bias occurs when 
patients with certain characteristics are more likely to receive one treatment over 
another. Using a specific population may limit generalizability of results (see next 
critique question). Small sample sizes or missing data may limit statistical compar-
isons. There may be no data available on some cost or outcome values, which may 
require broad assumptions. It is better for the authors to address these limitations 
than to leave them unstated.

13.	 Appropriate Generalizations: Were Extrapolations Beyond the Population 
Studied Proper?
If the study is based on data from a specific population of patients who may be 
atypical (e.g., in age, socioeconomic status, resource use) compared with the general 
patient population, the researchers should caution readers against generalizing, 
or extrapolating the results beyond the population studied. For example, results 
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based on patients of long-term care facilities, the Veterans Administration, or state 
Medicaid may be different (in both costs and outcomes) from the results based on 
a population of ambulatory patients with private health care insurance.

14.	 Unbiased Conclusions: Was an Unbiased Summary of the Results Presented?
Sometimes the conclusions seem to overstate or overextrapolate the data presented 
in the results section. Did the authors choose appropriate alternatives and use 
unbiased reasonable estimates when determining the results? In general, do you 
believe the results of the study? Does the study make sense? Rennie and Luft6 make 
the case that although there is concern that some studies sponsored by drug manu-
factures may be biased to show that their medication is cost-effective (Example 3.1), 
health plans that conduct pharmacoeconomic research may have an inclination to 
show a new treatment is not cost-effective and therefore will not be covered by the 
health plan. Assessment of the level to which research is biased versus unbiased 
should be based on the questions outlined above, not the funding source.

Lexchin et al. (2003) found and summarized previously published research articles 
that analyzed whether methodologic quality or outcomes differed by source of fund-
ing. Overall, 30 articles were summarized, and the authors concluded that although 
research funded by the pharmaceutical companies was more likely to find positive 
outcomes for their products, there was no difference in the quality of the research. 
Two of the theories as to why more positive outcomes were found for industry-
sponsored projects included (1) that the industry is more likely to fund research 
when they believe their product has a distinct advantage and (2) publication 
bias is more prevalent for industry-sponsored research. (Publication bias is based 
on the premise that only research with positive results are submitted for publication.) 
Summary information for three of the articles reviewed is listed in the table.

Reference Research Question Results

Azimi How often do cost-effectiveness 
analyses encourage a 
strategy requiring additional 
expenditures?

Industry-funded studies were more likely 
to support a strategy requiring additional 
expenditures than those without such 
funding

Friedberg What is the relationship 
between drug company 
sponsorship and economic 
assessment of oncology drugs?

Drug company–sponsored studies were 
more likely to report favorable qualitative 
conclusions, but overstatement of quantita-
tive results did not differ significantly

Sacristan What is the relation between 
drug company sponsorship 
and results of cost-effectiveness 
studies?

For general medical journals, three of six 
cost-effectiveness studies with industry funding 
had positive results compared with 31 of 63 
with no funding or other source of funding

For pharmacoeconomic journals, all 18 cost-
effectiveness studies with industry funding 
had positive results compared with four of six 
with no funding or other sources of funding

Example 3.1 � Review of Pharmacoeconomic Study Funding 
and Findings

Adapted with permission from table 2 in Lexchin J, Bero LA, Djulbegovic N, Clark O. 
Pharmaceutical industry sponsorship and research outcome and quality: Systematic review. 
British Medical Journal 326(7400):1167–1176, 2003.
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Summary

In summary, when assessing the soundness and usefulness of a pharmacoeco-
nomic research article, readers need to keep in mind questions such as:

●	 Were comparators appropriate?
●	 Was the correct type of analysis conducted?
●	 Were the costs and outcomes measured appropriately?
●	 Did the authors account for differences in costs across time?
●	 Were assumptions reasonable?
●	 Were sensitivity analyses conducted when needed?
●	 Were limitations addressed?
●	 Did the tone of the article seem unbiased?

This chapter has presented general questions to consider. If readers come across 
unfamiliar terms when evaluating articles, a good source to consult is the Health 
Care Cost, Quality, and Outcomes: ISPOR Book of Terms.7

Questions/Exercises

Based on the following abstract (condensed summary of a research article), please 
answer the following questions:

ABSTRACT

TITLE: Pharmacoeconomic Analysis of Ultraceph and Megaceph

BACKGROUND: Two new antibiotics, Ultraceph and Megaceph, were recently ap-
proved by the Food and Drug Administration. Both work equally well on the same 
spectrum of bacteria (i.e., their scope and efficacy have been shown to be equal), 
and the products are priced similarly. Ultraceph is dosed intravenously at 25 mg, 
three times per day. Ultraceph is affected by liver functioning, so monitoring is 
needed. Megaceph is dosed intravenously at 75 mg once per day and is associated 
with a 0.1% chance of hearing loss, which is reversible if caught within the first 
2 days of treatment.

METHODS: The purpose of this study was to compare the costs to Mercy General 
Hospital between patients who received Ultraceph versus Megaceph. Patients ad-
mitted to the hospital during the first 6 months of 2012 who met study criteria 
were randomly given either Ultraceph or Megaceph. Medical and billing records for 
each patient were used to estimate costs. Costs were estimated using two methods: 
using billed charges and estimating costs using an overall hospital cost-to-charge 
ratio of 47%.

RESULTS: A total of 212 patients were included in the study (105 on Ultraceph and 
107 on Megaceph). Effectiveness for these two groups of patients was similar. Total 
costs, on average per patient, for Ultraceph were $332 more than Megaceph when 
using cost estimates based on charges and $156 more when using cost-to-charge 
estimates.
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CONCLUSION: Although the efficacy and product cost of the two antibiotics have 
been shown to be similar, differences in the costs of intravenous administration 
(once a day compared with three times a day) and additional monitoring for dif-
ferent adverse events increased the overall total cost of Ultraceph to the hospital.

1.	 Was the title appropriate? Why or why not?

2.	 Were you able to determine the perspective? If so, what was it?

3.	 Was either adjustment or discounting appropriate? If so, was it conducted?

4.	 Was a sensitivity analysis conducted? If so, on what estimate(s)?

5.	 Were limitations addressed? If so, what were they?
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Cost-Minimization Analysis

Objectives
Upon completing this chapter, the reader will be able to:

1.	 Define and describe cost-minimization analysis (CMA).

2.	 Address advantages and disadvantages of CMA.

3.	 Critique a CMA composite article.

✦ Overview

As mentioned in Chapter 1, cost-minimization analysis (CMA) measures and 
compares input costs, and assumes outcomes to be equivalent. Thus, the types of 
interventions that can be evaluated with this method are limited. The strength of 
each CMA lies in the acceptability by the readers or evaluators that outcomes are 
indeed equivalent. As mentioned in Chapter 1, a common example of a CMA is the 
comparison of generic equivalents of the same drug entity. For a generic medica-
tion to be approved for market, the manufacturer must demonstrate to the Food 
and Drug Administration (FDA) that its product is bioequivalent to the initially 
branded medication. Therefore, when comparing medications that are the same 
chemical entity and the same dose, and have the same pharmaceutical properties as 
each other (brand versus generic or generic made by one company compared with 
a generic made by another company), only the cost of the medication itself needs 
to be compared because outcomes should be the same.

Another example of a CMA analysis includes measuring the costs of receiving 
the same medication in different settings. For example, researchers could measure 
the costs of receiving intravenous antibiotics in a hospital and compare this with 
receiving the same antibiotics (at the same doses) at home via a home health care 
service. Example 4.1 provides a summary of an article that compared inpatient 
with outpatient care.

There is some debate about the use of the term CMA. Some contend that if 
outcomes are not measured, the study is considered to be a partial economic analysis 
that is termed a cost analysis and not a full pharmacoeconomic analysis. In ad-
dition, when both costs and clinical outcomes are measured, yet clinical outcomes 
are found to be equivalent, some categorize the study as a CMA because outcomes 
were equivalent,1,2 but others categorize the study as a cost-effectiveness study, or 

Chapter  4
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The costs in the following table are based on a study, by Farmer et al., that estimated 
the costs associated with administering prostaglandin E2 gel intracervically to expect-
ant mothers on the day before labor was to be induced (to help ripen the cervix). 
They compared the costs of (1) application of the gel, followed by a 2-hour monitor-
ing period and then sending the expectant mother home for the night compared with 
(2) application of the gel followed by a 2-hour monitoring period and then sending 
the expectant mother to the maternity unit overnight. Both groups received oxytocin 
the next day at the hospital to augment or induce labor.

The perspective was that of the payer, so only direct medical costs were included. 
The authors used “usual and customary charges” from one hospital as a proxy for 
costs because they were readily obtainable. The authors collected and compared the 
costs associated with labor and delivery but specifically did not include the cost of 
infant care because newborn outcomes (e.g., Apgar scores) were the same between 
the two groups. Because the same drug was being administered in the same dose, 
the authors expected the outcomes for both groups to be the same. In addition, they 
measured maternal outcomes (e.g., percent of cesarean sections performed, amount 
of oxytocin needed) and found that there were no statistical differences between the 
groups. The authors said they conducted a CMA because outcomes were expected 
to be the same, but others (including me) might have labeled it a cost-effectiveness 
analysis because outcomes were measured but found to be the same.

Example 4.1 � Cost-Minimization Analysis (CMA) That Compares 
Outpatient and Inpatient Costs

Type of Costs
Costs for Outpatients 
Mean (n = 40) (SD)

Costs for Inpatients 
Mean (n = 36) (SD)

Statistical 
Difference

Labor costs $575 (366) $902 (482) Yes; p = 0.002

Delivery costs $471 (247) $453 (236) No; p = 0.754

Pharmacy costs $150 (102) $175 (139) No; p = 0.384

Hospital costs $3,835 (2,172) $5,049 (2,060) Yes; p = 0.015

CEA, (see Chapter 5) because clinical outcomes were measured. (If outcomes were 
measured and found to be equivalent, I would tend to refer to the study as a CEA.)

Publications that use CMA are less common than other types of pharmacoeco-
nomic studies. One theory for the small number of CMA publications is that there 
may be resistance to publish studies that only claim that a new intervention (e.g., 
medication) is no better than the existing option.3 Also, many CMAs may be con-
ducted in-house by institutions or health plans to determine the least costly option 
for their specific situation (e.g., based on makeup of their patient bases, policies on 
inpatient versus outpatient care, and discounts available on various medications) 
and were never intended for publication.

Summary

Cost-minimization analysis is the simplest of the four types of pharmacoeco-
nomics analyses because the focus is on measuring the left-hand side of the 

Adapted with permission from Farmer KC, Schwartz WJ, Rayburn WF, Turnbull G. 
A cost-minimization analysis of intracervical PGE2 for cervical ripening in an outpatient  
versus inpatient setting. Clinical Therapeutics 18(4):747–756, 1996.
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pharmacoeconomic equation (see Fig. 1.1)—costs—and the right hand side of the 
equation—outcomes—is assumed to be the same (or is found to be the same). But 
this method has limited use because it can only compare alternatives with the same 
outcomes.

Title: Economic Analysis of Oncoplatin Alone 
(A Chemotherapy Agent) Compared with Oncoplatin 

combined with NoNausea (An Antinausea Agent)

Composite Article: CMA—ANTI-NAUSEA

Background: A relatively new chemo-
therapy agent, Oncoplatin, is administered 
intravenously in physician offices and clin-
ics. Originally, because of problems with 
chemotherapy-induced nausea, the recom-
mended administration directions were to split 
the monthly dose needed for each cycle in half 
and administer each half 5 days apart. Follow-
up studies found that if patients were given 
NoNausea, an antinausea medication, at the 
same visit, the full monthly dose of Oncoplatin 
could be given at one visit. Clinical effective-
ness measures of the chemotherapy treatment 
were shown to be the same for the two methods 
of administration (previous clinical literature 
should be cited in a real article).

Objective: The objective of the study was to 
perform a cost-minimization analysis (CMA) 
comparing the cost of Oncoplatin given in two 
doses with Oncoplatin combined with NoNau-
sea administered in one dose. The perspective 
of the study is the third-party payer.

Methods: Over a 6-month period (February 
2007 to July 2007), patients from two oncology 
clinics were enrolled in this study and random-
ized to receive either the split dose of Oncopla-
tin (25 mg/m2 on days 1 and 5) or the single 
dose of Oncoplatin (50 mg/m2) plus the oral 
antinausea medication (35 mg of NoNausea). 
Adverse drug events (ADEs) of the treatment 
were recorded. The average wholesale prices 
(AWP) of Oncoplatin and NoNausea from the 
2007 Red book were used to estimate prescrip-
tion costs. Costs for intravenous infusions and 
physician or clinic visits were estimated using 
the 2007 Physicians’ Fee Reference. Other costs 

were assumed to be equivalent between the 
two groups. It was assumed that the physician 
or clinic visits to receive chemotherapy were in 
addition to regular visits. Only the first cycle of 
chemotherapy for each patient was included in 
the analysis because it was thought that follow-
up cycles would produce similar results.

Results: Demographic and clinical charac-
teristics in Exhibit 4.1 indicate that patients 
in each group were similar and that there were 
no statistical differences in adverse effects re-
ported. A summary of costs for the first cycle of 
chemotherapy is listed in Exhibit 4.2. Although 
the medication costs are higher in the group 
with NoNausea, this increase is offset by a de-
crease in administration and office visit costs. 
The savings for the once-per-cycle dose was ap-
proximately $88. Sensitivity analyses (Exhibit 
4.3) were conducted by varying the medica-
tion costs (both chemotherapy and NoNausea 
costs), office visit costs, and administration 
costs by 25% above and below baseline esti-
mates. Results were similar to the base analy-
sis, and savings for the once-per-cycle option 
ranged from $68 to $108.

Conclusions: Direct medical costs associ-
ated with the once-per-cycle dose of Oncopla-
tin plus NoNausea were lower than when the 
monthly dose was split. Although only direct 
medical costs to the third-party payer were as-
sessed, if cost savings to the patient (decreased 
travel costs) and to society (increased patient 
productivity is possible if less time is spent at 
the physician’s office or clinic) were included, 
this would further increase the economic ad-
vantage of the once-per-cycle option.
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EXHIBIT 4.1

Patient Comparisons
Split Dosing of Oncoplatin  
(n = 293)

Full Dose of Oncoplatin  
Plus NoNausea (n = 295)

Gender (% women) 54.6 52.5

Mean age (SD) 58.3 (10.0) 59.2 (11.0)

Ethnicity (% white) 79.9 80.7

Adverse Events [N (%)]

Nausea 13 (4.4) 12 (4.1)

Fever 14 (4.8) 13 (4.4)

Fatigue 10 (3.4) 8 (2.7)

Pain 6 (2.0) 7 (2.4)

Other 8 (2.7) 9 (3.0)

EXHIBIT 4.2

Costs for First Cycle of Treatment
Split Dosing of Oncoplatin  
(n = 293)

Full Dose of Oncoplatin Plus 
NoNausea (n = 295)

Average cost of Oncoplatina $2,964 $2,980

Average cost of NoNausea (35 mg)a N/A $40

Cost of IV administrationb $160 $80

Cost of physician or clinic visitb $128 $64

Total cost per patient $3,252 $3,164
a2007 AWP costs were 25 mg/m2 for two doses versus 50 mg/m2 in one dose.
b2007 Physician Fee Reference, 50th percentile.

EXHIBIT 4.3

Sensitivity Analyses
Split Dosing of  
Oncoplatin: Total Cost

Full Dose of Oncoplatin Plus 
NoNausea: Total Cost

Baseline costs $3,252 $3,164

Cost of medications increased by 25% $3,993 $3,919

Cost of medications decreased by 25% $2,511 $2,409

Cost of IV administration increased by 25% $3,292 $3,184

Cost of IV administration decreased by 25% $3,212 $3,144

Cost of physician or clinic visit increased by 25% $3,284 $3,180

Cost of physician or clinic visit decreased by 25% $3,220 $3,148
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1.	 Complete Title?

2.	 Clear Objective?

3.	 Appropriate Alternatives?

4.	 Alternatives Described?

5.	 Perspective Stated?

6.	 Type of Study?

Worksheet for Critique of CMA Composite Article
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7.	R elevant Costs?

8.	R elevant Outcomes?

9.	 Adjustment or Discounting?

10.	R easonable Assumptions?

11.	 Sensitivity Analyses?

12.	L imitations Addressed?
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13.	G eneralizations Appropriate?

14.	U nbiased Conclusions?

Critique of CMA Composite Article

  1.	 Complete Title: The title did identify the two therapeutic options that were 
being compared. The title did not indicate that the type of study was a CMA.

  2.	 Clear Objective: The objective “was to perform a cost-minimization analysis 
comparing the cost of Oncoplatin given in two doses versus Oncoplatin com-
bined with NoNausea administered in one dose.” This was clear.

  3.	 Appropriate Alternatives: The authors explained why the alternatives were 
important and referenced clinical literature to back up the similarity of 
outcomes.

  4.	 Alternatives Described: The dosing and days of dosing were listed.

  5.	 Perspective Stated: The perspective of the study was explicitly stated as the 
third-party payer, which would entail measuring direct medical costs only.

  6.	 Type of Study: The study was correctly identified as a CMA because the out-
comes were assumed to be the same based on past clinical research.

  7.	 Relevant Costs: Based on the perspective, only direct medical costs to a third-
party provider were assessed. Other costs, such as patient or family costs, direct 
nonmedical costs (e.g., other sector costs), and productivity (indirect) costs, 
were not measured. Although these were not measured, if they were included, 
they would have likely increased the amount of cost savings estimated for the 
once-per-cycle dose.

  8.	 Relevant Outcomes: Because this study was a CMA, the effectiveness of the 
two methods of dosing was not directly measured, but was assumed to be the 
same based on previous clinical studies. However, because the avoidance of 
nausea was an important factor in this treatment, the prevalence of adverse 
events in both groups was evaluated and was found to be similar. The time 
period of one cycle may have been too short to determine overall differences 
for all cycles.
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  9.	 Adjustment or Discounting: All costs were valued in 2007 US dollars. Costs 
and outcomes were assessed for less than 1 year, so discounting was not 
needed.

10.	 Reasonable Assumptions: It was assumed that the office visit for each admin-
istration of chemotherapy was in addition to the usual physician visits. If, in 
fact, administration of some cycles were on the same day as a usual visit, the 
extra costs of the visit might be slightly lower. It was also assumed that pa-
tients would continue to have similar adverse events in future cycles of chemo-
therapy. Clinicians might not know if this was a reasonable assumption until 
patients received more cycles of chemotherapy.

11.	 Sensitivity Analyses: Sensitivity analyses were based on all third-party direct 
medical costs (medicine, administration, and visits), and the results were 
found to be robust. Practically, as long as the cost of the antinausea drug was 
less than a visit that included administration of chemotherapy, the once-per-
cycle dosing would be cost saving.

12.	 Limitations Addressed: The authors did not directly address any limitations. 
Readers might ask, “If some patients are more susceptible to nausea, should 
they automatically be placed on once-per-cycle dosing?” Costs were measured 
for only one cycle of treatment. Did any patients ask to switch to twice-a-cycle 
dosing on subsequent administration because of adverse events?

13.	 Generalizations Appropriate: Although the authors did not directly address 
generalizations of the findings, costs were taken from standard US price lists, 
so generalization to general US third-party payers is reasonable. Because of the 
simplicity and transparency of the calculations, readers could substitute their 
costs and recalculate estimated cost savings.

14.	 Unbiased Conclusions: As with most CMAs, believability of the findings hinge 
on one important question: Does the reader accept that the clinical outcomes 
of the options are the same? If so, as long as the cost of the extra antinausea 
medication is lower than the cost of the extra administration or visit, the choice 
of once-a-cycle dosing is cost saving.

Questions/Exercises

Based on the following abstract, which is a condensed summary of a research ar-
ticle, please answer the following questions:

Abstract

TITLE: Cost Analysis of Outpatient Treatment of Deep Vein Thrombosis

BACKGROUND: When patients have the complication of deep vein thrombosis (DVT) 
after surgery, the standard anticoagulation treatment includes heparin—either in-
travenous unfractionated heparin (UFH) or a subcutaneous low-molecular-weight 
heparin (LMWH) product—in combination with warfarin. After the patient’s inter-
national normalized ratio (INR) is greater than 2.0, the patient discontinues the 
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heparin product but continues on oral warfarin for 3 to 6 months. LMWH products 
have been approved for outpatient use.

OBJECTIVE: The objective of this study was to retrospectively measure the costs of 
treating patients with uncomplicated DVT discharged with either oral warfarin 
alone or a combination of oral warfarin and LMWH.

METHODS: Medical and prescription claims for Health Plan X were assessed. Costs 
to the health plan for hospitalized patients discharged in 2006 with a diagnosis 
of uncomplicated DVT were included in the analysis, and their claims history was 
followed for 1 year after initial hospital discharge date.

RESULTS: Compared with patients discharged on warfarin alone, the outpatient 
pharmacy costs were, on average, $750 higher for the patients discharged on the 
LMWH and warfarin combination, but the average hospital length of stay was 
2 days less, resulting in a savings, on average of $2,300 in hospitalization costs. 
Therefore, mean total costs to the health plan per patient were $1,550 less for 
patients discharged on combination therapy. One-year follow-up showed no dif-
ferences in readmission rates due to DVT for the two groups of patients, indicating 
similar effectiveness.

CONCLUSIONS: Outpatient anticoagulation therapy for uncomplicated DVT with 
a combination of LMWH and warfarin had higher outpatient pharmacy costs but 
lower hospitalization costs compared with warfarin alone, which resulted in over-
all savings to Health Plan X.

1.	W as the title appropriate? Why or why not?

2.	W hat was the objective of the study? Was this clear?

3.	W ere you able to determine the perspective? If so, what was it?
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4.	W hat type of pharmacoeconomic analysis was conducted? Why?

5.	W as a sensitivity analysis conducted? If so, on what estimate(s)?

References
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✦ Overview

Cost-effectiveness analysis (CEA) measures costs in dollars and outcomes in 
natural health units, which indicate an improvement in health such as cures, lives 
saved, or blood pressure reductions. This is the most common type of pharmaco-
economic analysis found in the pharmacy literature. An advantage of using a CEA 
is that health units are common outcomes that are routinely measured in clinical 
trials, so they are familiar to practitioners. These outcomes do not need to be con-
verted to monetary values. A disadvantage to CEA is that the alternatives used in 
the comparison must have outcomes that are measured in the same clinical units. 
You cannot use CEA to directly compare the outcomes of an antihypertensive 
product (which may measure mm Hg changes to determine the outcome) with the 
outcomes of an asthma product (which may measure forced expiratory volume 
[FEV] to determine the outcome). In addition, even if products for similar diseases 
or conditions are compared, more than one type of clinical outcome may be impor-
tant. For example, when measuring the effects of hormone-replacement therapies, 

Cost-Effectiveness Analysis

Objectives
Upon completing this chapter, the reader will be able to:

1.	 Define and describe cost-effectiveness analysis (CEA).

2.	 Address the advantages and disadvantages of CEA.

3.	 Discuss the different methods of presenting cost-effectiveness 
results.

4.	 Illustrate the use of a cost-effectiveness grid and a cost-
effectiveness plane.

5.	 Compare intermediate- with final-outcome measurements.

6.	 Compare the terms “efficacy” and “effectiveness.”

7.	 Critique a CEA composite article.

Chapter  5
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the effect on menopausal symptoms as well as bone mineral density measures may 
be salient. This may justify the calculation of multiple cost-effectiveness ratios for 
the comparison.

For many medications, both the effectiveness in treating the disease and the side 
effects of treatment may differ significantly between alternative treatments. For 
example, one chemotherapy regimen may be more effective in lengthening the time 
until the disease progresses than another chemotherapy regimen, but the more ef-
fective regimen may also cause more toxic side effects. With the CEA method, it is 
difficult to collapse different outcomes into one unit of measurement.

Some researchers consider cost-utility analysis (CUA) to be a special subset of 
CEA that uses units such as quality-adjusted life years (QALYs) to collapse differ-
ent types of outcomes into one unit of measure. But there are also disadvantages 
to CUA, which are discussed in Chapter 6.

✦ Presentation of Costs and Effectiveness

Table 5.1 illustrates various ways that costs and effectiveness are presented in the 
literature. When patients have symptoms indicating a stomach ulcer, the health 
care provider may make a diagnosis based on the interview with the patient or 
based on the results of an endoscopy (during which a scope is used to look for 
evidence of ulcerations in the stomach lining).

Correspondingly, measuring the results or outcomes of medications used to 
treat stomach ulcers may be based on the patient’s reports of symptom reductions 
or based on follow-up endoscopies. Data in the table correspond to the costs and 
outcomes of treating stomach ulcers using three therapy options (drugs A, B, or C) 
and using two outcome measures, symptom-free days (SFDs, or how many days, 

Table 5.1. Examples of Ways to Present Cost  
and Effectiveness Results

Drug A Drug B Drug C

Method 1: Cost-Consequence Analysis

Cost

Outcomes

$600 per year $210 per year $530 per year

GI SFDs 130 200 250

% Healed 50 70 80

Method 2: Average Cost-Effectiveness Ratios

$600 / 130 = $4.61 per SFD $210 / 200 = $1.05 per SFD $530 / 250 = $2.12 per SFD

$600 / 0.5 = $1,200 per cure $210 / 0.7 = $300 per cure $530 / 0.8 = $662 per cure

Method 3: Incremental Cost-Effectiveness Ratios

B compared with A = Dominant for both GI SFDs and % healed

C compared with A = Dominant for both GI SFDs and % healed

C compared with B = ($530 − $210) / (250 − 200 GI SFDs) = $6.40 per extra GI SFD

C compared with B = ($530 − $210) / (0.8 − 0.7) = $3,200 per extra healed ulcer

GI = gastrointestinal; SFD = symptom-free day.



	 Chapter 5  •  Cost-Effectiveness Analysis	 47

on average, patients did not have gastrointestinal symptoms during the year) and 
percent healed (patients in whom endoscopy indicated that the ulcer was healed). 
As mentioned in Chapter 1, sometimes, for each alternative the costs and various 
outcomes are listed but no ratios are conducted; this is termed a cost-consequence 
analysis (CCA).

The second method of presenting results includes calculating the average cost-
effectiveness ratio (CER) for each alternative. The CER is the ratio of resources 
used per unit of clinical benefit, and it implies that this calculation has been made 
in relation to “doing nothing” or no treatment. Table 5.1 shows these calculations 
as cost per SFD and cost per healed ulcer. In clinical practice, the question is infre-
quently, “Should we treat the patient or not?” or “What are the costs and outcomes 
of this intervention versus no intervention?” More often, the question is, “How 
does one treatment compare with another treatment in costs and outcomes?” To 
answer this more common question, an incremental cost-effectiveness ratio 
(ICER) is calculated. As mentioned in Chapter 2, the ICER is the ratio of the dif-
ference in costs divided by the difference in outcomes. If incremental calculations 
produce negative numbers, this indicates that one treatment, the dominant op-
tion, is both more effective and less expensive than the other, dominated option. 
The magnitude of the negative ratio is difficult to interpret, so it is suggested that 
authors instead indicate which treatment is the dominant one. When one of the 
alternatives is both more expensive and more effective than another, the ICER 
is used to determine the magnitude of the added cost for each unit in health 
improvement.

✦ Cost-Effectiveness Grid

A cost-effectiveness grid can be used to illustrate the definition of “cost-
effectiveness” (Fig. 5.1). To determine whether a therapy or service is cost-effective, 
both the costs and the effectiveness must be considered. Think of comparing a new 
drug with the current standard treatment. If the new treatment (1) is both more 
effective and less costly (cell G), (2) is more effective at the same price (cell H), or 
(3) has the same effectiveness at a lower price (cell D), then it is considered cost-
effective (darkly shaded cells in Fig. 5.1). On the other hand, if the new drug (1) is 
less effective and more costly (cell C), (2) has the same effectiveness but costs more 
(cell F), or (3) has lower effectiveness for the same costs (cell B), then it is not cost-
effective (lightly shaded cells in Fig. 5.1). There are three other possibilities (cells with 
no shading in Fig. 5.1); the new drug (1) is more expensive and more effective (cell I) 
(a very common finding), (2) is less expensive but less effective (cell A), or (3) has 
the same price and the same effectiveness as the standard product (cell E). For 
the middle cell E, other factors may be considered to determine which medication 
might be best. For the other two cells, ICER is calculated to determine the extra 
cost for each extra unit of outcome. It is left up to the readers to determine whether 
they think the new product is “cost-effective” on the basis of value judgment. The 
underlying subjectivity as to whether the added benefit is worth the added cost is 
a disadvantage of CEA.

From the previous example of ulcer treatment, when comparing drug B with 
drug A, and when comparing drug C with drug A, these comparisons would fall 
into cell G of the grid, indicating dominant cost-effectiveness for both drug B and 
drug C compared with drug A. On the other hand, when comparing drug C with 
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COST-
EFFECTIVENESS

Lower effectiveness

Same effectiveness

Higher effectiveness

Lower Cost

A
Conduct ICER

C
DominatedDominated

B

FE
Arbitrary

G
Dominant

D

I
Conduct ICER

H

Same Cost Higher Cost

Dominant Dominated

Dominant

Figure 5.1.  Cost-effectiveness grid. The cells represent possible results when 
comparing two alternatives with regard to costs and effectiveness. If one compares a 
new alternative with a standard alternative, the lightly shaded cells (B, C, or F) repre-
sent when the new alternative would not be considered cost-effective (i.e., would be 
dominated by the standard alternative), and the darkly shaded cells (D, G, or H) rep-
resent when the new alternative would be considered cost-effective (i.e., the dominant 
choice). If the comparison falls in the nonshaded cells A or I, more information is needed 
(e.g., how much extra cost per extra unit of outcome, which is determined by conducting 
an incremental cost-effectiveness ratio). If the comparison shows similar effectiveness and 
similar costs (cell E), other factors may be considered.

drug B, this comparison would fall into cell I of the grid, indicating that ICER 
should be calculated (Fig. 5.2). In this example, using drug C compared with us-
ing drug B would cost $6.40 more for every extra SFD, or $3,200 more for every 
extra healed ulcer (Table 5.1). Is drug C cost-effective compared with drug B? That 
depends if the evaluator believes the extra cost is worth the extra health benefit.

COST-
EFFECTIVENESS

Lower effectiveness

Same effectiveness

Higher effectiveness

Lower Cost

A CB

FE

G
Drug B - Drug A
Drug C - Drug A

D

I
Drug C - Drug B

H

Same Cost Higher Cost

Figure 5.2.  Cost-effectiveness grid for ulcer example. In the ulcer example, when 
comparing drug B or drug C with drug A, drug B and drug C are both dominant over 
drug A (cell G) because they are more effective at a lower cost. On the other hand, 
when comparing drug C with drug B, drug C is more effective but at a higher cost, so 
an incremental cost-effectiveness ratio should be calculated.
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✦ Cost-Effectiveness Plane

A graphical depiction of cost-effectiveness comparisons is also sometimes seen 
in the literature. Figure 5.3 is a cost-effectiveness plane. The point on the plane 
where the x and y axes cross indicates the starting point of costs and effectiveness 
for the standard comparator. A point is placed on the plane for each alternative to 
the standard comparator by indicating how much more or less it costs than the 
starting point (y-axis) and how much more or less effective it is than the starting 
point (x-axis). If an alternative is more expensive and more effective than the stan-
dard comparator, this point will fall in quadrant I, and the tradeoff of the increase 
in costs for the increase in benefits would need to be considered. If an alternative 
is less expensive and more effective, the point would fall in quadrant II, and the 
alternative would dominate the standard comparator. If the alternative was less 
costly and less effective, the point would fall in quadrant III, and again a tradeoff 
would have to be considered. (Do the cost savings of the alternative outweigh its 
decrease in effectiveness?) If an alternative was more expensive and less effective, 
the point would fall in quadrant IV, and the alternative would be dominated by the 
standard comparator.

Following up on the ulcer example, points in the cost-effectiveness plane would 
fall into quadrant II (dominant) for both drug B compared with drug A and drug C 

Cost Differences (+)

Cost Differences (–)

Effect 
Differences (–)

Effect 
Differences (+)

Quadrant IV
Dominated

Quadrant I
Tradeoff

Quadrant III
Tradeoff

Quadrant II
Dominant

Figure 5.3.  Cost-effectiveness plane. This cost-effectiveness plane is a visual 
method for representing the comparison of alternatives. For example, when compar-
ing a new alternative with the standard alternative, if the new alternative is more ef-
fective but at a higher cost, this comparison will fall into quadrant I, which indicates 
that the decision maker must decide if the higher effectiveness is worth the higher 
cost. If the new alternative is less effective, but at a lower price (quadrant III), the 
decision maker must again make a decision: Is the lower price enough to outweigh 
the lower effectiveness? If the new alternative is more effective at a lower cost 
(quadrant II), then it “dominates” the standard and is considered cost-effective. If the 
new alternative is less effective at a higher cost (quadrant IV), it is “dominated” by 
the standard and is not considered cost-effective.



50	 Part I  •  Basic Topics 

compared with drug A. If we change the comparator to drug B (now represented as 
[0,0] in the graph), because drug C is both more expensive and more effective than 
drug B, the cost-effectiveness point would appear in quadrant I (tradeoff).

A more complicated depiction of cost-effectiveness comparisons that is used 
when many treatment options are compared is called the “cost-effectiveness fron-
tier.” An explanation of this type of illustrative technique and its usefulness to 
decision makers can be found in the article by Bala and Zarkin.1 

As mentioned previously, there are some limitations associated with the calcu-
lation and interpretation of CERs. It has been suggested that a newer technique, 
incremental net benefit (INB) analysis, may overcome some of these restrictions. 
Example 5.1 summarizes the advantages and disadvantages of the INB technique, 
and Example 5.2 illustrates how to use this method to calculate results using the 
composite article data.

✦ Intermediate Outcomes versus Primary Outcomes

Although it would be ideal to capture the complete effects on morbidity and 
mortality when comparing alternative therapies, it is not always practical to do 
so. Primary or final outcomes, such as the cure of a disease, the eradication of 
an infection, or life years saved are preferred units of measurement. When it is 
not feasible to collect primary outcomes because of time or monetary resources, 

As mentioned previously, there are disadvantages to using cost-effectiveness analy-
ses. A newer technique termed incremental net benefit (INB) analysis has been 
suggested to overcome some of these limitations. This method may also be seen in 
the literature under the terms “net benefit framework” or net monetary benefit 
(NMB). Results of cost-effectiveness (and cost-utility) analyses are usually presented 
as incremental cost-effectiveness ratios (ICERs), which are calculated by dividing the 
difference in costs by the difference in health benefits (outcomes). There are interpre-
tation and statistical concerns when using these ratios. This example mainly discusses 
the interpretation concerns.

An ICER used alone for decision making can be ambiguous. Results occurring 
in different quadrants of the cost-effectiveness plane can have identical numerical 
ICERs, although the conclusions of the analysis would be opposite (see figure that fol-
lows). When the ICER is positive and in quadrant I (see unshaded square; the most 
common result in published articles), it indicates that the intervention of interest is 
both more effective and more expensive than the comparator. Yet it does not answer 
whether the intervention is more cost-effective, that is, is the added benefit worth the 
added cost? When the ICER is negative and in quadrant II (see shaded square), a 
large magnitude is desirable for both the numerator (large decrease in costs) and 
denominator (large increase in effects). However, these two desirable features drive 
the ICER in opposite directions, so a negative ICER does not lend itself to meaning-
ful interpretation. These ratios do not have linear properties. A small change in the 
denominator (measuring change in health outcome) can make a large impact on the 
ratio, especially when the difference in outcomes nears zero.

Example 5.1 I ncremental Net Benefit Analysis
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An alternative to using ICERs is the INB technique. Basically, an estimate of the 
value for health benefits (outcomes) is substituted into the incremental analysis. This 
estimated value, or maximum acceptable willingness to pay, is represented by 
lambda (l), and a range around l is used to conduct sensitivity analyses. The INB 
is calculated by multiplying l by the additional units of health benefit from the inter-
vention and then subtracting the additional cost of the intervention. See the equation 
below:

INB = (l × Δ Effects) − Δ Costs

If the INB is above zero, the intervention is deemed cost-effective. If it is below 
zero, it is not cost-effective. This is similar to the calculations provided in cost-benefit 
analyses (CBAs), except that instead of measuring the value of the precise interven-
tion by the group of patients being studied, the l is assumed to represent society’s 
willingness to pay for a unit of health (e.g., a symptom-free day or quality-adjusted 
life-year) that is constant across disease categories and patient populations. Although 
this framework was created to reduce statistical restrictions of ICERs (e.g., the dif-
ficulty in assessing uncertainty estimates or confidence intervals for these ratios), it 
has other advantages as well. Results from INB calculations are less ambiguous than 
those of ICERs. A positive INB result is favorable for the intervention, and a negative 
INB result is not. Values of the INB become continuously more favorable in a linear 
manor as the INB results increase and less favorable as the number decreases. The 
major disadvantage to the INB framework (similar to CBA calculations) is that a 
monetary value must be placed on a health benefit (in this case, by using l). Some 
researchers do not consider this a major drawback because it forces the explicit 
consideration of this value, and they recommend conducting sensitivity analyses for 
a range of l values.
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Effect 
Differences (–)

Effect 
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Quadrant III
Tradeoff

Quadrant II
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Cost-effectiveness plane example.

(continues)
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Example 5.1 I ncremental Net Benefit Analysis (Continued)
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In Exhibit 5.4, costs and outcomes for BreatheAgain were compared with inhaled 
corticosteroids. BreatheAgain had total costs of $537 and provided 90 symptom-
free days (SFDs) compared with $320 and 45 SFDs for ICS. The incremental cost-
effectiveness ratio (ICER) was $4.82 per extra SFD [($537 − $320 = $217) / 
(90 SFDs − 45 SFDs = 45 SFDs)]. Is BreatheAgain cost-effective? It depends on 
the value placed on a SFD. It has been suggested that a day without asthma symp-
toms is worth at least $5 (Rutten-van Molken et al.1) If we use the $5.00 as the 
baseline l, the calculations are as follows:

INB 5 (l 3 Δ SFDs) 2 Δ Costs
INBl5$5 5 ($5 3 45 SFDs) 2 $217
INBl5$5 5 1$8

Because the INB is greater than zero, BreatheAgain is more cost-effective than 
ICS when l = $5.00. Some would point out that the $5.00 per SFD was estimated 
more than 10 years ago and that because of inflation, it would be higher. (As a 
side note, more recent research estimated the value of relieving depression at $10 
per SFD [Katon et al.2 ].) The figure that follows shows that for a range of l from 
$1 to $10, the range for the INB is −$172 to +$233, indicating that the results are 
sensitive to this range used to place a value on a SFD (l). Although the advantage 
of this method may not be readily apparent from this graph (if the value of a SFD is 
above $4.82, BreatheAgain is cost-effective, which is the same conclusion as with 
the ICER), there are other advantages. If BreatheAgain had instead cost $217 less 
and provided 45 fewer SFDs than ICS, the ICER (−$217 /−45 SFD) would have 

Example 5.2  �Incremental Net Benefit Calculations  
and Interpretation
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been mathematically identical ($4.82 per SFD), but the INB would have been below 
zero (INB = [$5 × −45] − [−217] = −$8), indicating that BreatheAgain is not cost-
effective compared with ICS.
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Calculation of incremental net benefit for range of lambda values 
for symptom-free days
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intermediate or surrogate outcomes, such as laboratory measures or disease mark-
ers (e.g., cholesterol levels or blood pressure measurements) are used as proxies or 
surrogate endpoints. The limitation of using intermediate outcomes is reduced 
as the strength of the association between the intermediate and primary outcome 
measures increases.

✦ Efficacy versus Effectiveness

Many pharmacoeconomic studies use data from randomized clinical trials. 
These studies are sometimes referred to as cost-efficacy analyses. RCTs are the gold 
standard for determining if a medication is efficacious, and they are required by the 
Food and Drug Administration (FDA) before a medication can be approved for use 
in the United States. RCTs are used to establish efficacy—“if a drug can work”—
under relatively ideal conditions. Pharmacoeconomic studies are more interested 
in the assessment of effectiveness—“if a drug does work”—in real-world practice. 
Although RCTs are essential to drug development, results from RCTs should be 
used with caution in pharmacoeconomic analyses. Both costs and outcomes may 
be different under RCT conditions compared with when used in the general popu-
lation. In RCTs, specific groups of patients are recruited for the studies. Patient 
recruitment criteria may exclude patients outside of a specific age range and those 
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with confounding comorbidities. Patients in RCTs are routinely monitored more 
closely than in general medical practice (which can increase monitoring costs), 
and they are likely to be more adherent to medications because they know they 
are being monitored (which can increase the cost of the drug and the magnitude 
of the outcomes). As mentioned in the Chapter 3, RCTs capture data for a short 
time period, even for chronic conditions. In addition, although a drug is approved 
by the FDA for a specific diagnosis that was used to recruit RCT participants, it is 
oftentimes used for other diagnoses and conditions (off-label use) after it becomes 
available to patients.

When RCT data are used to estimate costs and outcomes in the general patient 
population, the above limitations should be addressed. Researchers should be 
sure to exclude protocol-driven costs, such as frequent monitoring of patients or 
laboratory tests that are conducted more often than in usual practice. They should 
also conduct sensitivity analyses to account for possible differences between RCT 
results and results that may be seen in a broader array of patients. The differences 
between efficacy and effectiveness are referred to again in Chapter 11, which dis-
cusses the use of retrospective databases.

✦ Consensus and Debate

Although there is general agreement by researchers on many aspects of performing 
CEAs (e.g., discounting of costs and sensitivity analysis should be conducted when 
appropriate), there is no agreement on other aspects (e.g., what discount rate 
should be selected, what method should be used to value productivity). In 1995, an 
article by Luce and Simpson2 addressed these areas of consensus and debate. For 
example, although there is agreement on the need for discounting when it comes 
to measuring costs or outcomes in dollar values, there is no universal agreement 
on whether or not to discount nonmonetary outcomes. One side contends that, 
as with monetary gains, people would rather receive health gains today instead of 
in the future, so future health gains should be discounted to their present value. 
Others point out that with some health outcomes (i.e., years of life), you cannot 
trade future gains (being alive in 10 years) with present gains (being alive today). 
In addition, if researchers decide to discount health gains, there is further debate 
about whether to discount health gains at the same rate as monetary costs. Because 
of this ongoing debate, many researchers provide results using a sensitivity analysis 
that uses various rates of discounting (including 0% to reflect no discounting).

Because of the use of various methods, and lack of agreement on some issues, 
it has been said, “If you’ve seen one CEA, you’ve seen one CEA.”2 Although some 
call for using a standard set of rules and procedures when conducting CEA stud-
ies, others are concerned that this may stifle new research on better methods in 
an evolving field. In 1993, the US Public Health Service (PHS) commissioned the 
Panel on Cost-Effectiveness in Health and Medicine. The panel was composed of 
a multidisciplinary group of experts and charged with developing a consensus on 
appropriate methods for conducting health-related to cost-effectiveness analyses. 
A book by Gold et al.3 was published in 1996 as a result of this endeavor, and in-
cluded a “reference case” example using suggested standard methods outlined by 
the panel. Chapters 13 and 14 further discuss the use of guidelines by researchers 
and decision makers.
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Note: The composite article compares treatments for asthma. Three reviews of published articles that look at the economics of 
asthma treatment are listed below:
Persson U, Ghatnekar O. Cost-effectiveness analysis of inhaled corticosteroids in asthma: A review of the analytical standards. 
Respiratory Medicine 97(1):1–11, 2003.
Sculpher MJ, Price M. Measuring costs and consequences in economic evaluation in asthma. Respiratory Medicine 97(5):​
508–520, 2003.
Akazawa M, Stempel, D. Single-inhaler combination therapy for asthma: a review of cost-effectiveness. Pharmacoeconomics 
24(10):971–988, 2006.

Title: Cost-Effectiveness Analysis of Adding  
a Second Agent to Inhaled Corticosteroids  

for Patients with Asthma

Composite Article 1: CEA—Asthma

Introduction: Asthma is a chronic dis-
order characterized by bronchoconstriction 
and airway inflammation. Inhaled corticoste-
roids (ICSs) are used routinely in patients with 
asthma, but sometimes the use of ICS alone 
is not enough to effectively control asthma 
symptoms. Two new medications have become 
available that can be used in addition to ICSs, 
BreatheAgain and AsthmaBeGone [clinical 
references on the efficacy of these medica-
tions would be included here if these were 
real medications]. The objective of this study 

was to compare the costs and efficacy of two 
new adjunctive therapies, BreatheAgain and 
AsthmaBeGone, with ICS use alone.

Methods: Adult asthma patients (age 
> 18 years) were enrolled and randomized into 
three groups: ICS + placebo, ICS + Breathe-
Again, and ICS + AsthmaBeGone for 6 months. 
Both of the new medications were admin-
istered by inhalation once in the morning 
and once in the evening. ICS use was allowed 
as needed throughout the day. Per protocol, 

Summary

CEA is the most common type of pharmacoeconomic research seen in the litera-
ture. The advantage of using CEA is that outcomes are measured in clinical units, 
which are familiar and acceptable to clinicians. The disadvantages are that only one 
outcome at a time can be compared and that although an ICER can provide an es-
timate of the additional cost for the additional clinical benefit, readers must make 
a judgment call as to whether the additional cost is worth the additional benefit. 
Costs and outcomes can be presented independently without calculating ratios 
using CCA, by calculating the average cost per outcome using a CER or by calculat-
ing the incremental cost per incremental outcome using an ICER. To graphically 
illustrate the results of a CEA, a cost-effectiveness grid, cost-effectiveness plane, 
or cost-effectiveness frontier may be used. Although the measurement of final or 
primary outcomes is preferred, intermediate outcomes may be a more practical 
measure for some diseases or conditions. If data from randomized controlled 
trials (RCTs) are used, the term cost-efficacy analysis may be more appropriate 
because results may not be similar to those of everyday clinical practice. Although 
there is consensus on many of the methods used for CEA, there is still debate on 
others, leading to a lack of standard rules for CEA research.
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patients returned to the clinic once per month 
for 6  months. At these visits, FEV1 (forced 
expiratory volume in 1 second) was measured 
2 to 4 hours after the morning doses of asthma 
medication. Patients kept diaries and recorded 
their use of all asthma medications, any asthma-
related emergency room visits, hospitalizations 
or nonprotocol office or clinic visits, evening 
peak expiratory flow (PEF) measurements, 
and asthma-related symptoms (e.g., wheezing, 
shortness of breath, chest tightening, or night-
time awakening caused by their asthma).

Costs were estimated based on all asthma-
related nonprotocol-driven direct medical 
resources used. This included the study medi-
cations and any nonprotocol medical visits 
(office, clinic, emergency department, or hospi-
talization) related to asthma. Usual charges (in 
2013 US dollars) by the study clinic were used 
to estimate the costs of each of these visits.

Two clinical outcomes were assessed: an 
improvement at 6 months in FEV1 of at least 
12% from baseline and the number of SFDs 
during the 6-month study, defined as any day 
in which the patient recorded in a diary that 
he or she had none of the following symptoms: 
chest tightness, wheezing, shortness of breath, 
or nighttime awakening.

Results: Exhibit 5.1 shows the baseline 
comparisons of the three groups of patients. 
Exhibit  5.2 lists the costs and outcomes for 
each group. Only one person was hospital-
ized because of asthma exacerbations during 
the 6-month trial. Most of the costs of treat-
ment were medication costs. Exhibit 5.3 shows 
the average costs per clinical outcome, and 
Exhibit 5.4 shows the ICERs for the three com-
parisons. Based on the analysis, although the 
ICS + placebo group was the least costly, it was 
also the least effective. The ICS + AsthmaBe-
Gone group was comparable to the ICS + 
BreatheAgain in effectiveness but was less 
costly.

Conclusions: Adding either of these new 
adjunctive treatments to ICS was associated 
with clinical improvement as shown by both 
the improvement in FEV1 measures and the 
increase in SFDs recorded by this population 
of asthma patients at a relatively low increase 
in cost (<$5 per additional SFD; <$900 per ad-
ditional successful treatment). AsthmaBeGone 
had similar effectiveness to BreatheAgain but 
at a lower cost.

EXHIBIT 5.1

Baseline Comparisons

Baseline Variable
ICS + Placebo  
(n = 220)

ICS + BreatheAgain  
(n = 210)

ICS + AsthmaBeGone  
(n = 213)

Age (range), years 40 (18–69) 39 (18–64) 38 (18–66)

Gender (% female) 50 49 51

Race (% white) 81 80 78

Baseline predicted FEV1 (%) 66 68 67

Average use of ICS inhalers 6 months  
before enrollment (canisters/month)

1.5 1.6 1.4



EXHIBIT 5.3

Average Cost-Effectiveness Ratios

Medication(s) Successa (%)
SFDs per 
Patient

Cost per 
Patient ($)

Average Cost per 
Success ($)

Average Cost 
per SFD ($)

ICS + Placebo (I) 35 45 320 914 7.11

ICS + BreatheAgain (B) 60 90 537 895 5.97

ICS + AsthmaBeGone (A) 61 90 381 625 4.23
aSuccess is ≥12% improvement in FEV1.

ICS = inhaled corticosteroid; FEV1 = forced expiratory volume in 1 second; SFD = symptom-free day.

EXHIBIT 5.2

Efficacy and Cost Comparisons

Outcome
ICS + Placebo  
(n = 220)

ICS + BreatheAgain  
(n = 210)

ICS + AsthmaBeGone  
(n = 213)

Clinical Outcomes

Number (%) with FEV1  
increase ≥12%

77 (35%) 126 (60%) 130 (61%)

Number (%) of SFDs in  
6 months per patient [N (%)]

9,900 18,900 19,170

45 (25%) 90 (50%) 90 (50%)

6-Month Costs

Medication costs $64,900  
($295 per patient)

$112,140  
($534 per patient)

$80,514  
($378 per patient)

Unscheduled office visits 23 visits = $1,380  
($6 per patient)

7 visits = $420  
($2 per patient)

6 visits = $360  
($2 per patient)

Emergency room visits Four visits = $1,100  
($5 per patient)

One visit = $275  
($1 per patient)

One visit = $275  
($1 per patient)

Hospitalizations 1 = $3,080  
($14 per patient)

0 0

Total costs $70,460  
($320 per patient)

$112,835  
($537 per patient)

$81,149  
($381 per patient)

ICS = inhaled corticosteroid; FEV1 = forced expiratory volume in 1 second; SFD = symptom-free day; pt = patient.

EXHIBIT 5.4

Cost-Effectiveness Ratios

Comparison ICER—Successa ICER—SFDs

BreatheAgain versus  
ICS (B–I)

($537 − $320) / (0.60 − 0.35)  
= $868 per extra success

($537 − $320) / (90 d − 45 d)  
= $4.82 per extra SFD

AsthmaBeGone versus 
ICS (A–I)

($381 − $320) / (0.61 − 0.35)  
= $235 per extra success

($381 − $320) / (90 d − 45 d)  
= $1.35 per extra SFD

AsthmaBeGone versus  
BreatheAgain (A–B)

A dominates B A dominates B

aSuccess is ≥12% improvement in FEV1.

ICS = inhaled corticosteroid; FEV1 = forced expiratory volume in 1 second; SFD = symptom-free day.

57



58	 Part I  •  Basic Topics 

1.	 Complete Title?

2.	 Clear Objective?

3.	 Appropriate Alternatives?

4.	 Alternatives Described?

5.	 Perspective Stated?

6.	 Type of Study?

Worksheet for Critique of CEA Composite Article 1
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7.	 Relevant Costs?

8.	 Relevant Outcomes?

9.	 Adjustment or Discounting?

10.	 Reasonable Assumptions?

11.	 Sensitivity Analyses?

12.	 Limitations Addressed?
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13.	 Generalizations Appropriate?

14.	 Unbiased Conclusions?

Cost-Effectiveness Grid

Which cells represent the following comparisons?

a) BreatheAgain + ICS compared with ICS + Placebo
b) AsthmaBeGone + ICS compared with ICS + Placebo
c) AsthmaBeGone + ICS compared with BreatheAgain + ICS

COST-
EFFECTIVENESS

Lower effectiveness

Same effectiveness

Higher effectiveness

Lower Cost

A CB

FE

G

D

IH

Same Cost Higher Cost

Critique of CEA Composite Article 1

1.	 Complete Title: The title did identify the type of study (CEA) but not the 
study drugs.

2.	 Clear Objective: The objective of this study was “to compare the costs and ef-
ficacy of two new adjunctive therapies, BreatheAgain and AsthmaBeGone to 
ICS use alone.” This was clear.
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3.	 Appropriate Alternatives: There were three alternatives: ICS + placebo, ICS + 
BreatheAgain, and ICS + AsthmaBeGone. Based on the clinical literature cited, 
the readers would determine if these were appropriate clinical alternatives.

4.	 Alternatives Described: The scheduling of the new products and placebo (one 
puff twice a day) was mentioned, but the dose of the new inhalers was not 
included—there may be more than one dose available. Also, the use of ICSs was 
vague. Which ICS was used, what dosage was used? Persson and Ghatnekar 
caution that dosing can be important in determining the economic effects of 
asthma medications. They maintain that if the researcher doubles the recom-
mended dose of an asthma medication, costs of the medication double, while 
clinical effectiveness may not increase much.

5.	 Perspective Stated: The perspective of the study was not explicitly stated. Be-
cause the researchers only report measuring direct medical costs, we assume 
the perspective is that of the payer. Because patients were already keeping a 
diary, the researchers could have had them keep a record of productivity lost 
because of asthma exacerbations and treatment (e.g., time to go to an unsched-
uled medical visit).

6.	 Type of Study: The study was correctly identified as a CEA because outcomes 
were valued in clinical units (patients with ≥12% improvement in FEV1 and 
SFDs). A more precise term for this study might be a cost-efficacy analysis be-
cause data from a clinical trial were used. Although the researchers were care-
ful not to include protocol-driven costs into the calculations, patient behavior 
(e.g., medication adherence) and subsequently outcomes may differ when 
patients are not being monitored monthly (as per protocol).

  7.	 Relevant Costs: If the perspective was of the payer of medical costs, then the 
relevant costs were measured, that is, nonprotocol-driven asthma-related di-
rect medical costs. Sometimes whether costs are fully related to the disease 
state is questioned. For example, if a patient gets a cold or the flu and this ex-
acerbates the person’s asthma, should all costs of treatment for this episode be 
included as asthma-related costs? “Charges” to the clinic were used as a proxy 
for “costs” to the average payer. The actual reimbursement for these services is 
usually lower than the charges, so these cost estimates may be inflated.

  8.	 Relevant Outcomes: Outcomes of the treatment were measured in two ways: 
improvement in FEV1 of at least 12% and number of SFDs. Is a 12% change 
the relevant cutoff for successful versus unsuccessful treatment? The authors 
need to explain why this cutoff was used. There are various definitions of 
SFDs; the authors listed the four symptoms that needed to be absent (wheez-
ing, shortness of breath, chest tightness, and nighttime awakening because 
of asthma) for a patient to have an SFD. Although PEF was measured by pa-
tients, it was not used in the analysis. No side effects of treatment were mea-
sured, and any dropouts or discontinuations by patients were not addressed. 
Although asthma is a chronic disease, changes in health outcomes can be 
seen shortly after changing treatment plans. If practical, it would have been 
better to capture a full year’s worth of data because the severity of asthma 
differs by season.
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  9.	 Adjustment or Discounting: All costs were valued in 2013 US dollars. Data 
were collected for 6 months, so discounting was not needed.

10.	 Reasonable Assumptions: There were some implicit assumptions made. One 
was the assumption that a 12% improvement in FEV1 is the correct cutoff for 
defining success of treatment, and another is that the charges from one clinic 
were representative of the costs of treatment.

11.	 Sensitivity Analyses: Sensitivity analyses were not conducted. A range of FEV1 
cutoffs could have been used to test if findings were robust to this assump-
tion. Also, cost estimates generated from standard price lists could have been 
substituted for clinic charges as another sensitivity analysis.

12.	 Limitations Addressed: The authors did not directly address any limitations, 
although some have already been discussed in this critique (e.g., use of cutoff, 
charges versus costs).

13.	 Generalizations Appropriate: Because data on both costs and outcomes were 
collected from only one clinic under study protocol rules, caution should be 
used when extrapolating to other populations who are treated in other settings 
and who are not bound by study restrictions.

14.	 Unbiased Conclusions: The authors summarize that adjunctive treatment to 
ICS use improves outcomes but also increases costs (see cost-effectiveness grid 
below). Although the differences in outcomes between the two new treatments 
are minimal, the differences between the combination treatments versus ICS 
alone are striking. The authors indicate that the increase in costs is worth the 
increase in outcomes (and therefore is cost-effective). The problem with any 
CEA is that when one option is better but more costly, it is a judgment call as 
to whether the added benefit is worth the added cost.

Cost-Effectiveness Grid

-

COST-
EFFECTIVENESS

Lower effectiveness

Same effectiveness

Higher effectiveness

Drug I = ICS + Placebo
Drug B = BreatheAgain + ICS
Drug A = AsthmaBeGone + ICS

Lower Cost

A CB

FE

G

D
Drug A - Drug B

I
Drug B - Drug I
Drug A - Drug I

H

Same Cost Higher Cost
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	 Both active drugs (AsthmaBeGone and BreatheAgain) in combination with ICS 
are more effective that ICS + placebo but also more expensive (cell I), indicat-
ing the need to calculate an ICER. AsthmaBeGone and BreatheAgain have the 
same effectiveness, but AsthmaBeGone is less expensive (cell D), so it would be 
a cost-effective alternative compared with BreatheAgain.

Note: Grace Mbagwu, a PharmD student, helped develop this composite article.
Three articles comparing the cost-effectiveness of adding an aldosterone antagonist to standard therapy in the treatment of post-
myocardial infarction (MI) heart failure are referenced below:
McKenna C, Walker S, Lorgelly P, et al. Cost-effectiveness of aldosterone antagonists for the treatment of post-myocardial infarc-
tion heart failure. Value Health 15(3):420–428, 2012.
Szucs TD, Holm MV, Schwenkglenks M, et al. Cost-effectiveness of eplerenone in patients with left ventricular dysfunction after 
myocardial infarction—An analysis of the EPHESUS study from a Swiss perspective. Cardiovasc Drugs Ther 20(3):193–204, 
2006.
Weintraub WS, Zhang Z, Mahoney EM, et al. Cost-effectiveness of eplerenone compared with placebo in patients with myocardial 
infarction complicated by left ventricular dysfunction and heart failure. Circulation 111(9):1106–1113, 2005.

Title: Cost-Effectiveness Analysis of  
Adding an Aldosterone Antagonist to  

Standard Therapy in Heart Failure Patients  
Post-Myocardial Infarction

Composite Article 2: CEA—Post– 
Myocardial Infarction Heart Failure

Introduction: Heart failure is a chronic 
disease characterized by physical symptoms 
such as fatigue and shortness of breath on ex-
ertion; its incidence increases with age. Heart 
failure has a projected annual treatment cost 
of $26 billion. The most common precipitat-
ing event in the development of heart failure 
is ischemic heart disease, which often presents 
acutely as a MI or “heart attack.” The underly-
ing pathophysiology involves the activation of 
neurohormones, including aldosterone, which 
increase the strain on the heart causing it to 
work harder, enlarge and become less effi-
cient in pumping blood. Evidence-based prac-
tice guidelines have identified ACE inhibitors 
(ACEI) and beta-blockers (b-blockers) as inte-
gral components of the heart failure medica-
tion regimen; more recent clinical trials have 
indicated that aldosterone antagonists reduce 
mortality in post-MI heart failure patients. 
An aldosterone antagonist, Notyrd (not a real 
medication name), became available in 2010 
for the treatment of post-MI heart failure. This 
study aimed to compare the cost-effectiveness 

of Notyrd, in addition to standard therapy 
(i.e., an ACEI and a b-blocker), versus standard 
therapy alone from the perspective of a large 
health insurance company, HealthMed.

Methods: A total of 400 patients with left 
ventricular systolic dysfunction and symptoms 
of heart failure post-MI were identified retro-
spectively from a HealthMed database. Half (200 
patients) were identified as having received stan-
dard therapy after the index event of the heart 
attack, or MI; while the other half (200 patients) 
were identified as having received standard ther-
apy plus Notyrd. Data were collected and ana-
lyzed for 36 months following the index event.

Costs were estimated from HealthMed 
reimbursement rates. Costs included were: car-
diovascular-related medical utilization (rehos-
pitalizations, emergency room visits, labs, and 
clinic services) in addition to heart failure medi-
cations (ACEIs, b-blockers, and Notyrd). Indi-
rect and intangible costs were not included in 
the analysis based on the perspective. Resource 
utilization was calculated on an intent-to-treat 
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basis and adjusted to 2013 costs. Outcomes 
measured were cardiovascular-related rehospi-
talization and cardiovascular-related mortality.

Using the following costs: cardiovascular- 
related rehospitalization, clinic services, emergency 
room visits, labs, medication acquisition, and the 
outcome of CV-related mortality, an ICER was 
calculated. An ICER was also calculated using 
the above mentioned costs, and the outcome of 
cardiovascular-related rehospitalization.

A sensitivity analysis was conducted, to 
test the robustness of our results, by varying 
rehospitalization costs and the cost of Notyrd 
by ±20% (Note: costs of standard therapy were 
similar in both arms so sensitivity analysis on 
this input cost was not conducted).

Results: Baseline characteristics are sum-
marized in Exhibit 5.5. The combined costs 
of cardiovascular-related rehospitalizations, 
clinic services, labs, and emergency room visits 
were less in the active treatment arm compared 
with the standard therapy cohort while cardio-
vascular medication costs were greater in the 
active treatment arm as expected (Exhibit 5.6). 
Average survival rates for 36 months were 79% 

(158 / 200) and 70% (140 / 200) for Notyrd and 
standard therapy respectively (Exhibit 5.7). The 
ICER for Notyrd plus standard therapy, com-
pared with standard therapy alone, per cardio-
vascular-related death prevented was −$6,053 
(Exhibit 5.8). The ICER for Notyrd plus stan-
dard therapy, compared with standard therapy 
alone, per cardiovascular-related rehospitaliza-
tion prevented was −$14,527 (Exhibit 5.8). The 
Notyrd intervention was more effective com-
pared with standard therapy alone in decreas-
ing rehospitalizations and all-cause mortality 
and was also less costly. Sensitivity analysis 
confirms that Notyrd is dominant compared 
with standard therapy (Exhibit 5.9).

Conclusions: Adding Notyrd to standard 
therapy with ACEI and β-blockers post-MI 
has been shown to decrease mortality as well 
as the combined costs of rehospitalization 
and clinic visits. Notyrd was shown to have 
greater effectiveness at a decreased total cost. 
This new aldosterone antagonist should be 
included as part of the current combination 
of therapies indicated in post-MI heart failure 
patients.

EXHIBIT 5.5

Baseline Patient Characteristics

Comparison of Treatment Arms
Notyrd + Standard Therapy  
(n = 200) Standard Therapy (n = 200) p-value

Baseline Characteristics

Age (mean years)(SD) 64.2 (14.0) 64.7 (14.5) 0.75

Women 55.0% 56.0% 0.84

Diabetes 31.4% 35.0% 0.46

Hypertension 59.3% 60.0% 0.92

History of stroke 32.0% 32.0% 0.66
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EXHIBIT 5.7

Mortality—Number of Patients Alive at End of Each Year

Year 1 End Year 2 End Year 3 End Life Years

Notyrd + standard therapy (N = 200) 180 170 158 508

Standard therapy (N = 200) 170 150 140 460

Life years saved 48

EXHIBIT 5.6

Costs Over 3 Years Adjusted to 2013

Utilization and 
Costs Over  
36 Months

Notyrd + Standard Therapy  
(n = 200)

Standard Therapy  
(n = 200) Difference

Resources Used

CV emergency 
room visitsa

N = 400 $1,200,000 N = 600 $1,800,000 N = +200 +$600,000

CV 
hospitalizationsb

N = 150 $1,500,000 N = 170 $1,700,000 N = +20 +$200,000

CV clinic visitsc N = 1,524 $381,000 N = 1,380 $345,000 N = −144 $–36,000

CV labsd N = 410 $32,800 N = 580 $46,400 N = +170 +$ 13,600

Total non-RX 
costs

$3,113,800 $3,891,400 +$ 777,600

Medicationse Patient days  
of Rxs = 
148,336

$890,016 Patient days of 
Rxs = 134,320

$402,960 −$487,056

Total cost $4,003,816 $4,294,360 +$290,544
a2013 CV-related Emergency Room cost (per visit) = $3,000
b2013 CV-related Hospitalization cost (per DRG) = $10,000
c2013 CV-related Clinic cost (per visit) = $250
d2013 CV-related Lab cost (per lab) = $80
e2013 CV-related medications: Standard therapy cost (per patient per day) = $3.00; Notyrd plus standard therapy  
cost (per patient per day) = $3.00 + $3.00; 80% adherence assumed for each year if patients are alive (see following Exhibit).

EXHIBIT 5.8

Incremental Cost-Effectiveness Ratios

Total Cost Difference (Notyrd/ST − ST) $ 290,544

Life years saved 48

Rehospitalizations avoided 20

ICER (per cardiovascular-related death prevented) −$6,053 (dominant)

ICER (per cardiovascular-related rehospitalization prevented) −$1,452 (dominant)

ST = standard therapy.
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EXHIBIT 5.9

Sensitivity Analyses

Variable

Range  
L = Low Estimate 
H = High Estimate

Notyrd + ST (Overall 
Costs)

ST Alone (Overall 
Costs) Δ Costs

Base case $4,003,816 $4,294,360 $290,544

Cost of Notyrd per 
day (Base: $3.00)

L = $2.40 
H = $3.60

L = $3,914,814 
H = $4,092,818

L = $4,294,360 
H = $4,294,360

L = −$379,546 
H = −$201,542

Cost of  
Hospitalization 
(Base: $10,000)

L = $8,000 
H = $12,000

L = $3,703,816 
H = $4,303,816

L = $3,954,360 
H = $4,634,360

L = −$250,544 
H = −$330,544

1.	 Complete Title?

2.	 Clear Objective?

3.	 Appropriate Alternatives?

4.	 Alternatives Described?

Worksheet for Critique of CEA Composite Article 2
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5.	 Perspective Stated?

6.	 Type of Study?

7.	 Relevant Costs?

8.	 Relevant Outcomes?

9.	 Adjustment or Discounting?

10.	 Reasonable Assumptions?
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11.	 Sensitivity Analyses?

12.	 Limitations Addressed?

13.	 Generalizations Appropriate?

14.	 Unbiased Conclusions?

Critique of CEA Composite Article 2

1.	 Complete Title: The title identified the type of study being conducted but not 
the study drugs being compared.

2.	 Clear Objective: The objective of the study was explicitly stated “this study 
aimed to compare the cost-effectiveness of Notyrd, in addition to standard 
therapy (i.e., an ACEI and b-blocker), versus standard therapy alone.” How-
ever, the objective did not include the names of all medications involved 
in the study, the specific medication doses being compared, and the antici-
pated effect of these medications “i.e., this study aimed to compare the cost-
effectiveness of Notyrd 20 mg, in addition to standard therapy with Tamipril 
(not a real drug) and Seolol (not a real drug), versus standard therapy alone in 
preventing cardiovascular-related hospitalization and cardiovascular-related 
death.”

3.	 Appropriate Alternatives: The treatment alternative in this study (standard 
therapy alone) may not have been complete. Other aldosterone antagonists 
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have been approved for the treatment of post–heart failure MI; it may have 
been more appropriate to determine if this medication is superior to the exist-
ing standard of therapy with other aldosterone antagonists.

4.	 Alternatives Described: Alternatives were not described in sufficient detail. 
The names and doses of the medications included in standard therapy were 
not explicitly stated; the Notyrd dose was not stated. Differences in these 
variables, between the two groups being compared, could confound the study 
results and decrease the validity of the study results.

5.	 Perspective Stated: The perspective of the study was clearly stated “ … from the 
perspective of a large health insurance company, HealthMed.”

6.	 Type of Study: This study was a true cost-effectiveness analysis; both costs 
and outcomes were measured. Costs were measured in dollars. The relevant 
outcomes were “clinical” in nature—cardiovascular-related rehospitalizations 
prevented and cardiovascular-related deaths prevented.

7.	 Relevant Costs: Costs included were medications, CV-related emergency room 
visits, CV-related hospitalizations, CV-related clinic visits, and CV-related labs. 
All of these costs are relevant from the perspective of a third-party payer, in-
cluding health plans such as HealthMed. “Charges” to the health plan from 
clinics and hospitals were used as proxies for actual costs. This may have over-
estimated costs; reimbursement rates are typically lower than charges.

8.	 Relevant Outcomes: Outcomes included were cardiovascular-related rehospi-
talization and cardiovascular-related mortality. These outcomes are relevant 
to a health plan as hospitalization represents a significant proportion of costs 
to the health plan and mortality is a significant predictor of effective manage-
ment of patients’ health. “Patient reported symptoms of heart failure” would 
have also been an appropriate outcome measurement. Since heart failure is a 
disease characterized by signs and patient reported symptoms, many of which 
persist chronically in the outpatient setting, it would have been appropriate to 
measure the effect of Notyrd on physical symptoms of heart failure.

  9.	 Adjustment or Discounting: Costs, estimated from HealthMed reimburse-
ments rates, were adjusted to 2013 rates. This study was a retrospective analysis 
and cost savings were not projected to future years; discounting was therefore 
unnecessary.

10.	 Reasonable Assumptions: A major assumption of this study was that standard 
therapy would be equivalent in both study groups. Depending on the types 
and doses of ACEIs and b-blockers used, the observed treatment effect may 
have been due to differences in standard therapy, not the inclusion of Notyrd. 
Secondly, this study was conducted on an intent-to-treat basis and assumed 
that individuals who had at least one prescription for Notyrd recorded in the 
HealthMed prescription database remained on the medication for the dura-
tion of the study. This assumption may have under estimated both the positive 
and any potential negative effects of Notyrd on the investigated outcomes.

11.	 Sensitivity Analyses: A sensitivity analysis was conducted by varying medica-
tion (Notyrd) and hospitalization cost estimates by 20%.
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12.	 Limitations Addressed: The authors did not directly address any limitations; 
some have been addressed in this critique (i.e., charges used as proxies for 
costs, intent-to-treat protocol etc.)

13.	 Generalizations Appropriate: This study was based on data from a single 
third-party payer, HealthMed. Therefore, the study results can only be gen-
eralized to a limited population; one that is demographically similar to the 
HealthMed patient population.

14.	 Unbiased Conclusions: The study results suggest that adding Notyrd to stan-
dard therapy with ACEI and b-blocker post-MI decreases mortality as well as 
the combined costs of rehospitalization and clinic visits. The authors conclude 
that Notyrd should be included as part of the current combination of therapies 
indicated in post-MI heart failure. This conclusion may be considered an over-
generalization of study results seeing as this study did not aim to determine 
the place of Notyrd in the current post-MI heart failure treatment protocol. 
This study sought solely to determine the effectiveness of Notyrd in decreasing 
cardiovascular-related mortality and rehospitalization, when combined with 
standard therapy.

Questions/Exercises

There are three 3-month-long options to treat studentitis, a depression-like condi-
tion in which a student thinks he or she will be in college forever with no option 
for parole. Results (effectiveness) cannot be determined until students have been 
exposed to the treatments for a period of 3 months. Option I is the standard op-
tion, which consists of group counseling. Option II consists of a new studentitis 
medication that has no side effects. Option III consists of a combination of the 
new medication and group counseling.

The costs of the standard option, Option I (counseling), are $100 per month. 
This treatment alone is measured to be effective in 40% of the cases.

The costs of Option II (medication) are $50 per month for the medication. This 
treatment alone is measured to be effective in 60% of the cases.

The costs of Option III (counseling and medication) are the combined costs of 
Options I and II. The effectiveness of this combination treatment is measured to 
be 90%.

Each option includes 3 months of therapy for these 3 months:

1.	 Calculate a CER for:
a.	 Option I
b.	 Option II
c.	 Option III

2.	 Calculate an ICER comparing Option I (the standard) with Option II.

3.	 Calculate an ICER comparing Option I (the standard) with Option III.
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4.	 Place a “II” in the cell that represents comparing Option II with the standard 
(Option I).

Cost or Outcome Lower Cost Same Cost Higher Cost

Less effective

Same effectiveness

More effective

5.	 Place a “III” in the cell that represents comparing Option III with the standard 
(Option I).

Cost or Outcome Lower Cost Same Cost Higher Cost

Less effective

Same effectiveness

More effective
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Cost-Utility Analysis

Objectives
Upon completing this chapter, the reader will be able to:

1.	 Define and describe cost-utility analysis (CUA).

2.	 Address advantages and disadvantages of CUA.

3.	 List the steps involved in measuring and calculating utility-
based outcomes.

4.	 Compare the different methods used in estimating utilities.

5.	 Compare the different types of populations used to elicit 
utility estimates.

6.	 Compute quality-adjusted life-year (QALY) calculations.

7.	 Critique a CUA composite article.

✦ Overview

As mentioned in Chapter 5 on cost-effectiveness analysis (CEA), some consider 
cost-utility analysis (CUA) a subset of CEA because the outcomes are assessed 
using a special type of clinical outcome measure, usually the quality-adjusted 
life-year (QALY). A CUA takes patient preferences, also referred to as utilities, 
into account when measuring health consequences.1 While the term utility has a 
more precise meaning in the field of economics, it is used in a general way in other 
disciplines to indicate personal or group preferences. Some authors prefer to use 
other terms, such as preference weight or preference value, in place of the word utility. 
As mentioned above, the most common outcome unit used in CUA is the QALY, 
which incorporates both the quality (morbidity) and quantity (mortality) of life. 
Other outcome units that are seen less frequently include disability-adjusted life-
years (DALYs) and healthy-year equivalents (HYEs), among others.2–5

The advantage of a CUA is that different types of health outcomes and diseases 
with multiple outcomes of interest can be compared (unlike in CEA) using one 
common unit such as the QALY. CUA incorporates morbidity and mortality into 

Chapter  6
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this one common unit without having to determine or estimate the monetary value 
of these health outcomes (unlike CBA). The disadvantage of this method is that it 
is difficult to determine an accurate utility or preference weight value. Therefore, 
although the number of CUA research articles in the literature is increasing yearly, 
the methods for estimating utilities/QALYs may not be fully understood or em-
braced yet by many US providers or decision makers.6,7

For some research questions, utility adjustments may not be warranted. For ex-
ample, if two pharmaceutical products have different outcomes based on the num-
ber of life-years saved (LYS), but the quality of each year of life for those on the two 
treatments are thought to be the very similar (see Fig. 6.1A), quality adjustment may 
not be as crucial. However, in many cases—for example, cancer treatment—both the 
length of life and the quality of life are different, depending on the therapy selected. 
Sometimes the treatments that extend life the longest are also the most toxic, so a 
measure that incorporates both length of life and quality of life is needed in these 
cases (see Fig. 6.1B). Many health conditions do not have an impact on patients’ 
length of life, but only on the quality of their life, and CUA may be a good choice for 
comparing treatments for these conditions (see Fig. 6.1C). Examples include condi-
tions such as hearing loss, seasonal allergies, and erectile dysfunction. CUAs may 
also be useful when comparing treatments and outcomes that are very different (e.g., 
when comparing the treatment of heart disease with prenatal care) because outcomes 
for both treatments can be summarized into one common unit, such as QALYs.

By convention, perfect health is assigned a value of 1.0 utility (µ) per year, and 
death is assigned a value of 0.0. If a person’s health is diminished by disease or 
treatment, 1 year of life in this state is valued somewhere between 0 and 1. Some 
researches point out that there are disease states worse than death, so negative util-
ity weights may be needed to depict these values. This debate is beyond the scope 
of this book, and in the vast majority of studies, this is not an issue, and the values 
for each year are estimated to be between 0.0 and 1.0.

To estimate utility weights for various conditions or “health states” between 
perfect health and death, two broad methods are used to elicit, or generate, these 
scores: direct elicitation and indirect elicitation.8 Direct elicitation methods 
(rating scale, standard gamble, and time tradeoff) are described in this chap-
ter. Indirect elicitation methods, using standardized weightings (e.g., EQ-5D and 
SF-6D surveys), will be covered in Chapter 8.

✦ Steps in Calculating QALYS

To calculate QALYs, the following steps apply:

1.	 Develop a description of each disease state or condition of interest.
2.	 Choose a method for determining utilities.
3.	 Choose subjects who will determine utilities.
4.	 Sum the product of utility scores by the length of life for each option to 

obtain QALYs.

Each of these steps is explained below.

Step 1: Develop a Description of Each Disease State or Condition of Interest

The description should concisely depict the usual health effects expected from 
the disease state or condition. It should include the amount of pain or discom-
fort, any restrictions on activities, the time it may take for treatment, possible 



Figure 6.1.   Examples estimating and comparing quality-adjusted life years (QALYs). A: Example illustrat-
ing when two treatment options produce different outcomes on the basis of the number of life years saved (LYS), 
but the quality of each year of life for those on the two treatments are thought to be the very similar (quality 
adjustment not needed). B: Example illustrating when both the length of life and the quality of life are different 
depending on the therapy selected (quality adjustment appropriate). C: Example illustrating options that do not 
have an impact on patients' length of life but only on the quality of their life (quality adjustment appropriate).
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changes in health perceptions (worry or concern), and any mental changes. 
Examples describing hospital-based kidney dialysis and diabetic retinopathy are 
presented below:

Description of Hospital-Based Kidney Dialysis

You often feel tired and sluggish. A piece of tubing has been inserted into your 
arm or leg, which may restrict your movement. There is no severe pain but rather 
chronic discomfort. You must go to the hospital twice a week for 6 hours per visit. 
You must follow a strict diet (low salt, little meat, no alcohol). Many people be-
come depressed because of the nuisances and restrictions, and some feel they are 
being kept alive by a machine.

Description of Diabetic Retinopathy

You have an illness that affects your blood sugar levels. You need to take medica-
tion every day and test your blood. If your blood sugar level drops below a certain 
level, you are in danger of becoming seriously ill. You sometimes experience blurry 
vision, and you have some problems with your central vision. You have trouble 
reading, especially fine or small print and sometimes have trouble seeing things 
clearly at night. You feel anxious that your sight will get worse in the future. You 
feel somewhat depressed about your level of vision and the risk that you might 
develop further complications.

Step 2: Choose Method for Determining Utilities

The three most common methods for determining preference, or utility, weights 
are rating scales (RS), standard gamble (SG), and time tradeoff (TTO). For each of 
these methods, a disease state or condition or multiple disease states or conditions 
are described to subjects who help determine where these disease states or condi-
tions fall between 0.0 (dead) and 1.0 (perfect health).

Rating Scale

An RS consists of a line on a page with scaled markings, somewhat like a ther-
mometer with perfect health at the top (100) and death at bottom (0). An instru-
ment called the Visual Analog Scale (VAS) is similar to the RS, but it does not 
have any markings between the best and worst scores, and subjects are told to 
mark an “X” somewhere between the two extremes to indicate their preferences. 
Different disease states or conditions are described to subjects (see the two ex-
amples above for dialysis and retinopathy), who are asked to place their estimated 
preferences for the different disease states or conditions somewhere on the RS, 
indicating values relative to all diseases described. As an example, if they place a 
disease state at 70 on the scale, the disease state is given a utility score of 0.7. Most 
people would agree that mild seasonal allergies would not decrease a person’s 
quality of life as much as being in a coma for the year. Therefore, the preference 
score for mild allergies would be near the 1.0 (or 100) mark at the top of the RS, 
and the value for being in a coma would be near 0, or the bottom of the scale. 
Figure 6.2 shows an example of how a subject might estimate some values from 
various conditions using an RS. Notice that how long a person will be in the dis-
ease state may influence the score.
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Standard Gamble

The second method for determining patient preference (or utility) scores is the SG 
method. For this method, each subject is offered two alternatives. Alternative 1 is 
treatment with two possible outcomes: either the return to normal health or im-
mediate death. Alternative 2 is the certain outcome of a chronic disease state for life 
based on a person’s life expectancy (Fig. 6.3). The probability, or p, of normal health 

Figure 6.2.  Rating scale (RS) with example 
estimates for various disease states or condi-
tions. The RS uses a thermometer-like illustra-
tion to ask respondents to estimate the utility of 
different health states ranging from 0 (dead) 
to 1.0 (or 100; perfect health). In this ex-
ample, the respondent estimated that being 
in a coma for 1 year has a lower utility (0.1) 
than having hospital dialysis for 1 year (0.6). 
Both are lower than the utility estimate for mild 
allergies (0.9).

Utility Score Disease State or Condition

100 (1.0) Perfect health

90 (0.9) Mild allergies

Broken wrist

80 (0.8)

70 (0.7) Broken leg

60 (0.6) Hospital dialysis (1 year)

50 (0.5) Hospital dialysis (5 years)

40 (0.4)

Severe angina

30 (0.3)

20 (0.2)

10 (0.1) Coma (1 year)

Dead0 (0.0)

Healthy

Dead

Alternative 1

Alternative 2
Disease state

Probability p

Probability 1-p

Figure 6.3.  Standard gamble (SG). Using the SG approach, the respondent is asked to 
think about being in a chronic health state and then told that he or she could gamble on an 
intervention (e.g., an operation) that could either cure the condition (probability = p), although 
he or she might die from the intervention (probability = 1− p). A base probability is given and 
the respondent is asked whether he or she would have the intervention or live with the chronic 
condition. This probability is varied until the respondent is indifferent (the two options are 
difficult to chose between). The probability at this indifference point is the utility associated with 
the condition.
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(versus immediate death, or 1− p) for Alternative 1 is varied until the subject is in-
different between Alternatives 1 and 2 (living with the disease state or condition).

As an example, a person considers two options: a kidney transplant with a 20% 
probability of dying (80% chance of returning to normal health) during the opera-
tion (Alternative 1) or certain dialysis for the rest of his or her life (Alternative 2). If 
the person says he or she would have the operation if the chance of the successful 
operation p is 80% (chance of immediate death, 20%), the percent chance of suc-
cess is decreased until the person reaches his or her point of indifference (the point 
where the two options are nearly equal and the person cannot decide between 
the two). If the person says he or she would not have the operation if the percent 
chance for success was 80% (chance of dying, 20%), the percent chance of success is 
increased until the person reaches his or her point of indifference. Let us say that the 
first person chooses a 70% chance (p) of a successful operation (with a 30% chance 
[1− p] of immediate death) as the point of indifference between having a kidney 
transplant and living with kidney dialysis for life. The utility score for this person 
for this disease state or condition (kidney dialysis) would be calculated as the prob-
ability (p) of living a normal life after the operation, or 0.7. These calculations hold 
for a disease state or condition that is chronic. Using the second example—diabetic 
retinopathy, the respondent might be asked to choose between eye surgery and 
living with poor sight. Most would not accept a very high probability of death dur-
ing surgery to gain better sight, so the utility score for this condition (p) would be 
higher for the average respondent compared with that corresponding to surgery 
(transplant) to alleviate kidney dialysis. The calculations for a temporary health 
state are more complex and can be found elsewhere.9

Time Tradeoff

The third technique for measuring health preferences, or utilities, is the TTO 
method (Fig. 6.4). Again, the subject is offered two alternatives. Alternative 1 is 
a certain disease state for a specific length of time (t), the life expectancy for a 
person with the disease, and then death. Alternative 2 is being healthy for time x, 
which is less than t. Time x is varied until the respondent is indifferent between 
the two alternatives. The utility score for the health state is calculated as x divided 
by t. For example, a person with a life expectancy of 40 years is given two options: 

Figure 6.4.  Time tradeoff (TTO). This TTO schematic represents the choice a respondent 
makes about trading off years of life for better health for a shorter period of time. The 
respondent is given the choice of living a full life (to time t ) with a specific condition or living 
fewer years (to time x) without the condition (being healthy). The time of living healthy is 
varied until the respondent is indifferent between living in full health x years and living with the 
condition for t years. The utility calculated for the condition is x/t.

Utility Value

Time

Healthy    1.0

Disease
State

Dead    0

Alternative 1

x t

Alternative 2
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Alternative 1 is having a chronic condition (e.g., kidney disease or diabetes) for 
40 years, and Alternative 2 is being healthy (no disease) for 20 years followed by 
death. If the person says he or she would rather have the disease for 40 years (t) 
than be healthy for 20 years, the number of years (x) in the healthy state is increased 
until the person is indifferent between the two alternatives. If the person would 
rather be healthy for 20 years than have the disease for 40 years, the number of 
years (x) in the healthy state is decreased until the person is indifferent between the 
two alternatives. Let us say that for a person who expects to live 40 more years, the 
person’s point of indifference is 30 years of health versus 40 years of kidney disease. 
The utility score would be x/ t = 30 / 40 or 0.75. As with the SG method illustrated 
above, these calculations are for chronic diseases or conditions, and calculations 
for a temporary health state are more complex and can be found elsewhere.9

Comparisons of the Three Methods

The advantage of using the RS method to determine utilities is that many disease 
states or conditions can be described to each subject, and this method can be 
conducted via a questionnaire without face-to-face interaction. People are familiar 
with indicating preferences on these types of scales, and it is less cognitively de-
manding than the other two methods. One disadvantage of using the RS method 
is that it does not incorporate time into the utility score as easily as the other two 
methods. It also may be biased in that people do not tend to cluster their values at 
the extreme ends of the scale but spread them throughout the range given, even if 
some health states are very similar in their values. In addition, respondents are not 
asked to make preference choices between options.

The advantage of using the SG method is that it is the “gold standard” and 
based on economic theory. It is more difficult for the participants, and few disease 
states or conditions can be “cured” by an intervention that brings a person back to 
“normal health.” Because subjects need to be asked repeated questions (increasing 
or decreasing the probabilities, depending on their previous answer), this is better 
administered in a face-to-face setting, or through an iterative process, which takes 
more resources than a self-administered questionnaire.

Some advantages of the TTO method are that it is more adaptable to diseases 
states than the SG, and it incorporates the time in the disease state or condition 
more easily than the RS. As with the SG, subjects need to answer repeated questions 
because the time in a healthy state varies depending on the subject’s previous an-
swer. Therefore, again, face-to-face administration or an iterative process is needed.

Unfortunately, the average utility scores for each disease state or condition may 
differ depending on which method is used. RS scores have been shown to be con-
sistently lower than either SG or TTO scores, and TTO scores are sometimes lower 
than SG scores.10 Some work has been done on creating algorithms that transform 
scores from one method to approximate scores collected from another method.11 
In addition, interactive computer programs have been used to decrease the need 
for face-to-face questioning for the SG method.12

Step 3: Choose Subjects Who Will Determine Utilities

In the previous examples of the three methods, the term subject was used to describe 
the person who would be questioned to determine the utility, or preference scores. 
Who is this subject? Who should determine utilities, the patient with the disease, 
the health care professional, the caregiver, or people from the general public?
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An advantage of eliciting utility scores from patients with the disease or condi-
tion of interest is that these patients may understand the effects of the disease bet-
ter than the general public. However, some believe these patients provide a biased 
view of their disease compared with other diseases. In many cases, a patient with 
the specific disease state or condition reports higher utility scores than others (e.g., 
general population, caregivers). It has been hypothesized that this may be because 
of the patient’s adapting or adjusting to the disease state or condition. If the pa-
tient is not able to determine utilities (e.g., a young child or person with dementia), 
the parent or caregiver may need to estimate values on behalf of the patient.

Some contend that health care professionals could provide good estimates be-
cause they understand various diseases. Others argue that these professionals may 
not rate discomfort and disability as seriously as patients or the general public. 
For example, researchers found that when patients were asked about side effects of 
medications to treat hepatitis C, patients were more concerned (gave lower utility 
scores) than the providers about the side effects of treatment.13

Health economists reason that if the viewpoint of the analysis is that of society, 
the utility scores should be determined by the general population or the commu-
nity (society). The disadvantage of using this group is that they may not be familiar 
with the complex outcomes associated with each disease state or outcome, and 
short descriptions may not encompass all of the issues related to the disease state 
or condition. If researchers attempt to include all of the issues related to the health 
state, it may become too time intensive or cognitively demanding for the general 
population.14

In the literature, health care professionals are often asked to determine utility 
scores. This may be based on practicality because these professionals have had 
experience with the disease states and are easily accessible for interviews.

Step 4: Multiply Utilities by the Length of Life for Each Option to Obtain QALYs

When comparing the options, the difference in the length of life permitted by each 
option is multiplied by the utility scores obtained above. For example, in Table 6.1, 
we will assume that the utility score for each year of additional life is constant. In 
actuality, for many conditions, the utilities would change over time as the condi-
tion improves or worsens (see Fig. 6.1B).

In Table 6.1, we compare two treatment options, drug A and drug B. Although 
drug B extends the person’s life for more years, the quality of life for those years 
is lower than with drug A. If a CEA were conducted, option B would be relatively 

Cost for Treatment 
(dollars)

Years of  
Life Saved

Utility for Each  
Year of Life Saved QALYs

Drug A $10,000 5 0.8 4.0

Drug B $20,000 7 0.5 3.5

Calculation Result

CEA ($20,000 − $10,000) /  
(7 years – 5 years)

$5,000 per extra year of life

CUA ($20,000 − $10,000) /  
(3.5 QALYs – 4.0 QALYs)

Drug A dominant

CEA = cost-effectiveness analysis; CUA = cost-utility analysis; QALYs = quality-adjusted life-years.

Table 6.1. QALY Calculations
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cost-effective at an incremental cost per year of life of $5,000. If the quality of those 
years is incorporated into the equation by calculating QALYs, option A becomes 
dominant in that it costs less and provides a better outcome (more QALYs).

When cost-utility ratios are calculated, there is still some debate about the 
discounting of QALYS. As mentioned in Chapter 2, there is agreement that dis-
counting of monetary benefits is needed in economic analyses if monetary costs 
or benefits are extrapolated more than 1 year into the future. Discounting takes 
into account the time-preference for money—it is preferable to receive monetary 
benefits today than in the future—so future benefits are discounted to account for 
this preference. The debate centers around the question “Is it preferable to receive 
health benefits today compared with receiving them in the future?” If so, should 
the same discount rate apply to both QALYs and monetary benefits? Most studies 
use the same discount rate for both monetary and health benefits, but, additionally 
conduct sensitivity analyses using a range of discount rates.15

✦ Trends in CUA Analyses

Researchers have evaluated trends in published CUAs. CUA articles (for both 
pharmaceutical and other health interventions) published between 1998 and 2001 
(n = 1,210) were evaluated. Over one-third of the studies (36%) used direct elicita-
tion methods (standard gamble, time tradeoff, or rating scales) to estimate utility 
weights, 26% used indirect generic health status instruments (e.g., EQ-5D) that are 
discussed in Chapter 8, while others used judgments from authors or clinicians 
(19%). Utility weights were elicited from the general public (30%), patients (23%), 
clinicians (21%), and/or the author (19%). These percentages do not total 100% for 
two reasons; (1) Some studies generated weights using more than one method or 
obtained responses from more than one of these groups, and (2) some authors did 
not clearly report how these weights were estimated.16

CUAs articles, published between 1976 and 2006, that assessed pharmaceutical 
products (n = 640) were reviewed. The pharmaceutical industry sponsored 41% of 
the studies, 33% reported funding from other organizations, and 26% did not dis-
close their funding source. The percent of studies that used appropriate methods 
(e.g., clearly stating the study perspective, discounting costs and QALYs, and con-
ducting incremental analysis) was similar between studies with industry and non-
industry funding, and the quality of CUA studies increased over this time period.17

Information from 70 CUA articles was analyzed to determine the extent of sen-
sitivity analyses (SA) reported. Authors specifically assessed if sensitivity analyses 
were conducted for estimates of (1) costs, (2) discount rates, and (3) health-related 
quality-of-life (HRQoL) assessments. Each article could contribute up to two SAs 
for each of the variables tested. The authors also reported if different conclusions 
would be reached based on the sensitivity analyses (i.e., were the results sensitive 
to these ranges). Of the total number of sensitivity analyses extracted, 133 tested a 
range of costs, 99 tested a range of discount rates, and 128 tested HRQoL ranges. 
Sensitivity to the estimated ranges was reported for 20% of the cost estimates, 15% 
of the discount rate estimates, and 31% for the HRQoL estimates. 18

As with CEA, an incremental cost-utility ratio can estimate the added costs for 
the added benefit of a treatment. But, as with CEA, it does not quantify if the added 
cost is worth paying for the added benefit. In other words, what is a QALY worth? 
Example 6.1 addresses past literature and comments about placing a monetary 
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value on a QALY. Continuing with the idea of placing a monetary value (or range 
of monetary values) on a QALY, as mentioned in Example 5.1, incremental net 
benefit (INB) calculations can be useful to decision makers. Example 6.2 illustrates 
the use of INB for the CUA data provided in the first composite article. Example 6.3 
summarizes the range and magnitude of CUA ratios reported in the literature.

Note: This summary is adapted from the editorial Rascati KL. The $64,000 question: What is 
a quality-adjusted life-year worth? Clinical Therapeutics 28(7):1042–1043, 2006 updated with 
newer key findings.

Many studies assessing and comparing health outcomes use the QALY measure to 
incorporate both the difference in length of life (life-years saved) and the quality of 
life of various options into one summary unit. Although the validity of using QALYs as 
a health outcomes summary measure is still debated, it is commonly recommended 
(e.g., US Public Health Service Panel1) and used (e.g., United Kingdom’s National 
Institute for Clinical Effectiveness [NICE]2) to assess health care options. If there is 
reasonable agreement that the QALY is an adequate measure of health care out-
comes, the next questions are What value should be placed on a QALY? How much 
is it worth? What should policymakers and society be willing to pay for this addi-
tional (or incremental) unit of health gain?

Eichler et al.3 provide a comprehensive summary of “thresholds,” or limits that 
have appeared in the literature that pertain to the value of a QALY or similar mea-
sure. The authors provide a table that compares various methods and sources that 
have been used to determine this value and adjusts the results to 2002 US dollars. 
Four of these sources include: (1) an often-quoted “rule of thumb” of US$50,000 per 
QALY; (2) estimates by the World Health Organization (WHO) of three times the na-
tion’s gross domestic product (GDP) per capita (which would be about US$108,000 
in 2002) for a DALY averted; (3) literature that used past decisions by health care 
policymaking bodies to infer an implicit threshold or limit; and (4) literature that esti-
mated the value society places on this outcome. The last two sources are expanded 
on in the next two paragraphs.

Some researchers have used past decisions by health care policy groups to esti-
mate an implicit value or range of values for a year of life or QALY. George et al.4 
assessed decisions made by the Pharmacy Benefits Advisory Committee (PBAC) in 
Australia. The authors concluded that the PBAC was unlikely to add a pharmaceuti-
cal product to the formulary if the cost per year of life saved was over 76,000 
1998/99 AU$ (48,000 1998–1999 US$), and it was unlikely to reject the addition 
if the cost were less than 42,000 1998–1999 AU$ (27,000 1998–1999 US$).

Devlin and Parkin5 looked retrospectively at 33 health technology decisions made 
by UK’s NICE by May 2002. Although NICE had stated its range of acceptable cost-
effectiveness was £20,000 to £30,000 per QALY (about 36,000 to 55,000 US$), 
the authors found two negative decisions below this range and five positive decisions 
above it. Other factors in addition to cost per QALY (e.g., uncertainty of estimates 
and burden of disease) helped explain the probability of acceptance by NICE. As 
summarized by Eichler et al.,3 there is no “hard threshold” that would lead these 

EXAMPLE 6.1   WHAT IS A QALY WORTH?

(continues)
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decision makers to automatically accept or reject a health care option. Instead, there 
is a “soft threshold,” or range, that would allow other factors to be considered. If the 
cost per QALY was below this range, its acceptance would be more likely; above 
this range, its acceptance would be less likely; but within the range, other factors 
would be critically analyzed.3

Other researchers have attempted to incorporate preference methods such as 
willingness to pay or contingent valuation techniques to address the ques-
tion of how the public or society values a QALY. For example, King et al.6 measured 
the values that three patient populations (n = 391 patients) would place on a QALY. 
The authors reported these patients would be willing to spend between $12,500 
and $32,200, in US $2,003 an additional QALY. Although some insist that public 
preference should play a role in distributing health care resources, others maintain 
that there are mathematical and theoretical obstacles to using preference methods to 
determine one unique value for a QALY.7–11 One issue to consider is that public pref-
erences for an increased unit of health may differ depending on patient demograph-
ics (e.g., higher preference for younger people) or by health effect (improvement in 
health versus a prevented decline in health). Public valuation of QALYs may not only 
be different from policymakers, but there are wide differences depending on the 
method used to estimate them.

There is also the overarching issue that even if a specific body of decision mak-
ers or the public could agree on a specific value or limit they would pay for a QALY, 
implementation of all options below that limit could be impossible because of budget 
constraints. Buxton12 also points out that if adhering to this threshold would lead to 
the discontinuation of current treatments, policymakers would be placed in a difficult 
political position.

Back to the question: What is a QALY worth? Although no policymaking body has 
offered an explicit answer to this question, the literature shows a wide range of implicit 
answers. So the answer to the question is “it depends” (an answer that some of my 
students do not particularly like to hear). It depends on whom you ask. More wealthy 
countries (and more wealthy patients) put a higher value on a QALY. It also depends on 
other political, equity, and budgetary factors and considerations. In the United States, 
the most often-cited estimate is 50,000 US$ as a base case, with a large range (usually 
$20,000 to $100,000) for sensitivity analyses. Ironically, this figure has been cited 
since the 1980s, and would be nearly double if adjusted for inflation. Even though 
there is no one unique answer to this question, the calculation of the additional cost per 
additional QALY is an important ingredient to consider in the mix, so it should continue 
to be calculated, and decisions that are made, in part, using this value should continue 
to be monitored. In an article published in 2008, the author predicted that it is likely 
that the $50,000 baseline threshold, while not based on empirical theory or testing, will 
continue to be appealing for the next 5 years as it is a round number that is often cited 
as a point of comparison. He also speculated that the $100,000 per QALY threshold 
will increasingly be applied, especially in the United States.13
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In Exhibits 6.1 and 6.2, data on the cost-utility analysis of Oncoplatin compared with 
Oncotaxel are presented. Oncoplatin cost $3,000 more than Oncotaxel ($10,000 
versus $7,000, respectively) and produced an additional 0.04 QALY (0.19–0.15); 
therefore, the incremental ratio was $75,000 per extra QALY. Is Oncoplatin more 
cost-effective than Oncotaxel? It depends on the value of a QALY. There has been 
debate on the value of a QALY, and broad ranges of estimates have appeared in 
the literature (see Example 6.1). The most often-cited value from the US literature 
is $50,000 per QALY. Below are incremental net benefit calculations using a λ of 
$50,000 as an estimate of the value of the health benefit of one QALY.

        INB = (λ × ∆ QALYs) − Δ Costs
INBλ=$50,000 = ($50,000 × 0.04 QALY) − $3,000
INBλ=$50,000 = −$1,000

Because the INB is less than zero, Oncoplatin is not cost-effective compared with 
Oncotaxel when λ = $50,000. As mentioned in Example 6.1, the $50,000 per 
QALY estimate has been cited since the 1980s without adjustment for inflation and 
would be approximately double if inflated to 2012 dollars. The figure that follows 
indicates that if the λ were varied from $20,000 to $100,000 per QALY, the INB 
of Oncoplatin compared with Oncotaxel would range from −$2,200 to more than 
$1,000, indicating that the answer to “Is Oncoplatin cost-effective compared with 
Oncotaxel?” would depend on (i.e., be sensitive to) the value placed on a QALY (λ).

Example 6.2 � INCREMENTAL NET BENEFIT ANALYSIS USING CUA 
COMPOSITE DATA

(continues)
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Note: This summary is based on two articles:

	 1.	 Bell C, Urbach DR, Ray JG, et al. Bias in published cost-effectiveness studies. British 
Medical Journal 332(7543):699–703, 2006. Used with permission from BMJ Publishing 
Group, Ltd.

	 2.	 Greenberg D, Earle C, Fang C, Eldar-Lissai A, Neumann P. When is cancer care cost-
effective? A systematic overview of cost-utility analyses in oncology. Journal of the National 
Cancer Institute 102(2):82–88, 2010.

The objective of the article by Bell et al. was to investigate published studies that 
reported cost-effectiveness ratios using quality-adjusted life-years as an outcome 
measure. They found 1,433 ratios reported in 494 articles that met their criteria for 
inclusion into their study. Of these ratios, 82% (n = 1,179) reported that the interven-
tion of interest was both more effective and more costly, 9% (n = 130) were domi-
nant (i.e., cost saving), and 9% (n = 124) were dominated. About 50% (n = 712) 
reported cost-effectiveness ratios below $20,000 per QALY, about 18% (n = 262) 
reported ratios between $20,000 and $50,000, 11% (n = 155) between $50,000 
and $100,000, and the remaining 21% (n = 304) reported ratios above $100,000 
per QALY. If ratios below $50,000 per QALY are used to indicate “positive” results 
and ratios above $100,000 per QALY are used to indicate “negative” results, the 
authors point out that positive and negative results tend to be reported more often 
than “intermediate” results (ratios between $50,000 and $100,000 per QALY). The 
median cost per QALY for studies sponsored by industry was about half ($13,083) 
of those with nonindustry sponsors ($27,400).

A more recent study by Greenberg et al. evaluated published cost-utility analyses for 
cancer-related interventions through 2007. Of the 636 incremental cost-utility ratios cal-
culated in 242 articles (120 articles presented more than one ratio), the median ratios, 
categorized by type of cancer, ranged from $22,000 for colorectal cancer to $48,000 
for hematological cancer for an additional QALY. About 60% of the ratios fell below 
the $50,000 threshold or were dominant, 15% fell between $50,000 and $100,000, 
while the rest (25%) fell above $100,000 or were dominated. More than two-thirds 
did not directly elicit utility weights, using published estimates instead. In addition, the 
authors scored the quality of these CUA studies, and found industry-sponsored studies 
scores were similar to those of studies sponsored by other organizations.

Example 6.3  SUMMARY OF CUA RATIOS IN THE LITERATURE

Example 6.2 � INCREMENTAL NET BENEFIT ANALYSIS USING CUA 
COMPOSITE DATA (Continued)
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Summary

CUA is considered by some researchers to be a special type of CEA analysis. CUA 
has the advantage of using one outcome measure (usually QALYs) to incorporate 
various morbidity- and mortality-related health outcomes. On the other hand, util-
ity measurement is not regarded as being as precise or “scientific” as natural health 
unit measurements (e.g., blood pressure, cholesterol levels, years of life) used in 
CEAs. Utility measures have been criticized for not being sensitive to small, but 
clinically meaningful, changes in health status. For the direct elicitation measures 
of utilities discussed in this chapter—rating scales, standard gamble, and time 
trade off methods—there is no consensus on which type of instrument to use or 
which group of people (e.g., patients, clinicians, or the general population) to inter-
view to determine utility scores, and different results may be generated depending 
on which instrument and which group is chosen.

Although estimating and weighting utilities or health preferences is not with-
out problems, in many cases ignoring quality-of-life differences between options 
would provide less than complete data to clinicians and other decision makers.

Note: The composite article compares treatments for oncology patients. One review of oncology articles that use CUA is:
Earle CC, Chapman RH, Baker CS, et al. Systematic overview of cost-utility assessments in oncology. Journal of Clinical 
Oncology 18(18):3302–3317, 2000.

Title: Cost-Utility Analysis of Best Supportive Care 
versus Oncoplatin and Oncotaxel in the Treatment 

of Recurrent Metastatic Breast Cancer

 Composite Article 1: CUA—ONCOLOGY

BACKGROUND: For patients diagnosed with 
recurrent metastatic breast cancer, the prog-
nosis is grim. Two agents, Oncoplatin and 
Oncotaxel, have been used to help prolong 
the lives of these patients (authors would cite 
clinical literature here for real pharmaceuti-
cal products). As with other chemotherapy 
treatments, the toxic effects of the medica-
tions can be severe and vastly decrease the 
patient’s quality of life. Some would argue 
that the small increase in life expectancy from 
these agents might not be worth the tradeoff 
in suffering from the adverse effects of the 
agents during the treatment period. Instead 
of chemotherapy, palliative treatments, such 
as best supportive care (BSC), have been sug-
gested as an option. BSC includes measures 
to keep the patient comfortable. These may 
include medications to alleviate pain, antibi-
otics, or radiotherapy to reduce tumor size. 

The objective of this study was to compare the 
costs and utility of two chemotherapy treat-
ments, Oncoplatin and Oncotaxel, with those 
of BSC in patients with recurrent metastatic 
breast cancer.

METHODS: The practice sites for data collec-
tion included three oncology clinics that are 
part of a multihospital, multiclinic health care 
system. Utility scores were collected via the 
time tradeoff (TTO) method. A panel of experts 
helped create descriptions of the health states 
of patients undergoing the different treatment 
options. Based on these descriptions, utility 
scores were elicited from two sources: oncology 
nurses at the three clinics and a random sample 
of patients from general (nononcology) clinics 
associated with the health care system.

Data on treatment and survival time 
were collected for the past 3 years from a 
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retrospective analysis of charts at three oncol-
ogy clinics. Medical services and procedures 
associated with these treatment options were 
recorded. Treatment data included medica-
tions and their administration, as well as labo-
ratory, radiology, and various types of medical 
visits (physician, clinic, emergency room, and 
hospital). Charges listed by the health care 
system in 2013 were used to estimate current 
costs for each service or procedure.

RESULTS: Exhibit 6.1 lists the costs and sur-
vival times found by the review of charts. Using 
the TTO method, treatment utility scores were 
estimated by nurses from the oncology clin-
ics and a random sample of patients who did 
not have cancer. Although the chemotherapy 
regimens provided a longer survival (Oncopla-
tin, 200 days; Oncotaxel, 160 days) than BSC 
(130 days), the utility score was higher for BSC 
(0.60–0.61) compared with the chemotherapy 
regimens (0.32–0.35). Oncology nurses gave 
similar estimates compared with the group of 
nononcology patients. 

If the difference in quality of life is not in-
corporated into the analysis, cost-effectiveness 
calculations based on survival time alone (Life 
years saves - LYS) indicate that chemotherapy is 
more effective but at a higher cost (Exhibit 6.2). 
When survival time is adjusted for the differ-
ences in utilities (preferences) for treatment, the 
use of BSC is dominant over both chemotherapy 
treatments because of its lower cost and higher 
QALY estimate.

Sensitivity analyses were conducted by re-
ducing cost estimates using the clinic’s cost-to-
charge ratio of 0.83:1 and by varying the days 
of survival by their 95% confidence intervals. 
As with the comparison of oncology nurses 
versus patient utility estimates, the results 
were robust.

CONCLUSION: There are some limitations 
to this study. The data were collected from a 
small sample of patients. Although data were 
collected from three clinics, these clinics were 
all part of the same health care system. Oncol-
ogy treatment in other clinics may vary in both 
costs and outcomes. Although utility scores 
were collected from health care professionals 
and general patients, they were not collected 
from patients with metastatic breast cancer. 
We believed that administering the instrument 
to these women might have placed an undue 
burden on patients with a poor prognosis. Ac-
tual cost data were not available, so charge data 
were used as a proxy, and a sensitivity analysis 
was conducted on this variable.

As with previous research, using BSC was 
found to be less expensive than using chemother-
apy agents to treat advanced cancer. Although 
best supportive care may not be as effective 
as chemotherapy in traditional measures of 
effectiveness (e.g., survival time, progression-free 
survival time), when preferences for a less toxic 
treatment are factored into the decision, BSC 
may become the preferred treatment, and it 
should be considered as an option.

EXHIBIT 6.1

Data – Oncology Study
BSC (n = 29) Oncoplatin (n = 36) Oncotaxel (n = 35)

Treatment charges: Mean (SD) $5,000 ($1,000) $10,000 ($2,000) $7,000 ($2,000)

Survival (days): Mean (range) 130 (110–140) 200 (180–215) 160 (110–190)

Utility scores: Oncology nurses 0.60 0.35 0.35

Utility scores: Nononcology  
patients

0.61 0.32 0.32

BSC = best supportive care; SD = standard deviation.
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 EXHIBIT 6.2

 Calculations – Oncology Study
Cost-Effectiveness BSC (n = 29) Oncoplatin (n = 36) Oncotaxel (n = 35)

Cost per LYS = (cost/days) 
× 365 days/year

$14,038 $18,250 $15,969

Incremental cost per LYS  
= (∆ Costs/∆ days) × 365 
days/year

Oncoplatin vs. BSC  
= $26,071 per  
additional LYS

Oncotaxel vs. BSC  
= $24,333 per  
additional LYS

Cost-Utility

QALY = Days × utility/ 
365 days

O = 0.21 QALY O = 0.19 QALY O = 0.15 QALY

P = 0.22 QALY P = 0.17 QALY P = 0.14 QALY

Average cost per QALY O = $23,809 O = $52,631 O = $46,667

P = $22,727 P = $58,823 P = $50,000

Incremental cost per  
QALY = ∆ Costs/Δ QALYs

Both Oncoplatin and 
Oncotaxel dominated by 
BSC for both O and P 
estimates

Oncoplatin vs. Oncotaxel 
O = $75,000  
per additional QALY  
P = $100,000 per 
additional QALY

1.	 Complete Title?

2.	 Clear Objective?

Worksheet for Critique of CUA Composite Article 1

BSC = best supportive care; LYS = life-years saved; O = based on utility scores from oncology nurses; P = based on utility scores from 
nononcology patients; QALY = quality-adjusted life-year.
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3.	 Appropriate Alternatives?

4.	 Alternatives Described?

5.	 Perspective Stated?

6.	 Type of Study?

7.	 Relevant Costs?

8.	 Relevant Outcomes?



	 Chapter 6  •  Cost-Utility Analysis	 89

9.	 Adjustment or Discounting?

10.	 Reasonable Assumptions?

11.	 Sensitivity Analyses?

12.	 Limitations Addressed?

13.	 Generalizations Appropriate?

14.	 Unbiased Conclusions?
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Cost-Effectiveness Grid – Oncology Study

Which cells represent the following comparisons for LYS and QALYs?

a) Oncoplatin compared with BSC
b) Oncotaxel compared with BSC
c) Oncoplatin compared with Oncotaxel

COST-
EFFECTIVENESS

Lower effectiveness

Same effectiveness

Higher effectiveness

Lower Cost

A CB

FE

G

D

IH

Same Cost Higher Cost

Critique of CUA Composite Article 1

  1.	 Complete Title: The title identified the type of study (CUA), the treatments 
that were being compared (BSC, Oncoplatin, and Oncotaxel), and the disease 
state (metastatic breast cancer).

  2.	 Clear Objective: The objective of this study was “to compare the costs and util-
ity of two chemotherapy treatments, Oncoplatin and Oncotaxel, with those of 
best supportive care.” This was clear.

  3.	 Appropriate Alternatives: The three alternatives were BSC, Oncoplatin, and 
Oncotaxel. A case was made that BSC is sometimes overlooked as a valid op-
tion. Based on the clinical literature cited, the readers would determine if the 
two chemotherapy options were appropriate.

  4.	 Alternatives Described: Chemotherapy dosing is very individualized, and data 
were collected from three clinics; average doses of agents were not included. 
BSC was defined as keeping the patient comfortable, including providing pain 
medications, antibiotics, and radiotherapy, if needed.

  5.	 Perspective Stated: The perspective of the study was not explicitly stated. Be-
cause the researchers only report measuring direct medical costs, the perspec-
tive could have been that of the payer or that of the health care system that 
included the three oncology clinics. Charges were measured, so the perspective 
is still unclear. If actual costs to the health system were estimated, the perspec-
tive could have been the health care system. If reimbursed costs were used, the 
perspective could have been that of the average third-party payer.
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  6.	 Type of Study: The study was correctly identified as a CUA because 
outcomes were valued in QALYs. For comparison purposes, incremental 
cost-effectiveness ratios were also calculated based on length of survival for 
the three options, so the answer could be that both a CUA and a CEA were 
conducted.

  7.	 Relevant Costs: Because we are unsure of the perspective of the study, it is dif-
ficult to determine if relevant costs were measured. It seems as if all relevant 
direct medical costs were measured. Patient costs, such as time traveling to and 
from the clinic, might be different for BSC than for chemotherapy, but these 
costs were not measured.

  8.	 Relevant Outcomes: Outcomes of the treatment were measured by determin-
ing the length of life from chart reviews and utilities via two groups, oncology 
nurses, and general patients. The TTO technique was used to elicit utility 
scores. A description of the health states used in eliciting these responses 
would have been a helpful addition to the article.

  9.	 Adjustment or Discounting: Data were collected from charts that spanned 
a 3-year period. To adjust for this, units of service were multiplied by current 
charges for each service. Discounting was not needed because neither costs nor 
outcomes were extrapolated into the future.

10.	 Reasonable Assumptions: One assumption was that utility scores from 
the oncology staff would be accurate. To test this assumption, scores were 
also obtained from another group (a random sample of nononcology pa-
tients). Another assumption was that charges were a valid substitute for 
actual costs.

11.	 Sensitivity Analyses: Sensitivity analyses were conducted. Utility scores from 
two groups were compared, and costs and survival time were varied. Although 
the authors indicated that results were insensitive to these analyses, a table 
with the numbers based on these new calculations would have been useful.

12.	 Limitations Addressed: The authors did address some of their limitations 
at the beginning of the conclusion section. One limitation that was not ad-
dressed is that patients were not randomized to the three treatment options. 
It is possible that patients who received BSC were different from those who 
received chemotherapy. They may have been older or may have been in a more 
advanced stage of the disease. This problem is called selection bias, and it is 
discussed further in Chapter 11.

13.	 Generalizations Appropriate: Because data on both costs and outcomes were 
collected from only one health care system (albeit from three clinics within the 
system), caution should be used when extrapolating to other populations who 
are treated in other settings.

14.	 Unbiased Conclusions: The authors state that when survival is adjusted for 
patient preferences, BSC is a valid option for treating patients with recurrent 
metastatic breast cancer. BSC costs less than chemotherapy treatments and 
provides a higher QALY score. Sensitivity analyses found the results to be 
robust (i.e., not sensitive to changes in estimates).
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Cost-Effectiveness Grid – Oncology Study

When assessing comparisons of LYS, both chemotherapy treatments are more 
effective but more costly than BSC (cell I). When comparing the two chemotherapy 
treatments, Oncoplatin is more effective (in both LYS and QALY) and more costly 
than Oncotaxel (cell I). When assessing comparisons using QALYs, both chemother-
apy treatments are less effective and more costly than BSC (cell C), indicating BSC 
is a cost-effective option compared with chemotherapy when taking quality-of-life 
preferences into consideration.

COST-
EFFECTIVENESS

Lower effectiveness

Same effectiveness

Higher effectiveness

BSC = best supportive care
LYS = life years saved
OP = Oncoplatin
OT = Oncotaxel
QALY = quality-adjusted life year

Lower Cost

A C
QALY: OP - BSC
QALY: OT - BSC

B

FE

G

D

                      I
LYS: OP - BSC
LYS: OT - BSC
LYS: OP - OT
QALY: OP - OT

H

Same Cost Higher Cost

Note: Teresa Brucker, a PharmD student, helped develop this composite article.
The composite article compares cost-utility of three different maintenance immunosuppression regimens in patients who have 
undergone kidney transplants. A review of utility assessments for patients with kidney disease is:
Wyld M, Morton RL, Hayen A, Howard K, Webster AC. A Systematic Review and Meta-Analysis of Utility-Based Quality of Life 
in Chronic Kidney Disease Treatments. PLoS Medicine (9):e1001307. Accessed September 27, 2012. www.plosmedicine.org/
article/info%3Adoi%2F10.1371%2Fjournal.pmed.1001307

Title: Cost-Utility Analysis of Three Medications as 
Maintenance Immunosuppression Therapy in Patients 

Post Kidney Transplant

Composite Article 2: CUA—IMMUNOSUPPRESSION

INTRODUCTION: Kidney transplantation is 
an option for many patients who have pro-
gressed to stage 5 of chronic kidney disease, 

or end-stage renal disease (ESRD). Studies 
show that a successful kidney transplant offers 
enhanced quality and duration of life and is 

http://www.plosmedicine.org/article/info%3Adoi%2F10.1371%2Fjournal.pmed.1001307
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more effective than long-term dialysis therapy. 
For kidney transplants in particular, survival 
rates for grafts are the highest compared with 
other types of organ transplants.1 To date, 
more than 250,000 kidney transplants have 
been performed in the United States. Despite 
advancements, complications still arise and 
the possibility of kidney graft failure remains 
a concern. Failure may be due to chronic rejec-
tion by the patient, graft dysfunction, infec-
tion, cancer, liver disease, and/or drug-induced 
liver toxicity. Therapeutic agents called immu-
nosuppressants suppress the body’s immune 
response in order to reduce the potential of 
an organ rejection. Two new agents have re-
cently been approved: Gecept and Gelimus 
(not actual drug names). Gecept, in contrast to 
Gelimus, has significantly reduced side effects 
of diarrhea, nausea, constipation, and vomit-
ing. Due to the significant differences in side 
effects that Gecept circumvents, a comprehen-
sive analysis was conducted to assess costs and 
outcomes of three different but common main-
tenance immunosuppression therapies used 
for post–kidney transplant patients: Gecept, 
Gelimus, and mycophenolate mofetil (MMF) 
with reduced-dose cyclosporine (CsA).

METHODS: This was a prospective cohort 
study that assessed the outcomes of three dif-
ferent treatment regimens post kidney trans-
plants that were successfully completed at two 
large medical centers. Patients were assessed 
for up to 365 days after transplantation. To be 
eligible to participate, individuals must have 
received Gecept, Gelimus, or MMF with CsA 
as maintenance immunosuppressive treatment 
after kidney transplant. In addition, patients 

who had already undergone one kidney trans-
plant were not included in this study. Based on 
these parameters, 22 patients qualified for the 
study, and none were lost during the follow-
up period. Health-related quality of life was 
measured using the Kidney Transplant Ques-
tionnaire (KTQ) and number of days free from 
complications per year (referring to medication 
adverse effects only). Utility scores were col-
lected from patients who underwent kidney 
transplants using the standard gamble method, 
and charges were estimated using the United 
Network for Organ Sharing (UNOS) data, 
which extracted its cost data from Millman, 
Inc., a marketing services company.2

RESULTS: Table 6.2 indicates the costs and 
outcomes collected on the study patients. 
Table  6.3 shows calculations for both aver-
age and incremental ratios. Both Gecept and 
Gelimus were dominant over MMF with CsA 
treatment. This is probably due to a number 
of factors: both of these newer medications are 
known to have less detrimental side effects than 
CsA due to their different side effect profiles. In 
addition, it typically costs more to provide for 
a combination treatment (MMF with cyclospo-
rine) than a single agent. There are examples 
when a single agent may cost significantly 
more than a combination, but this is not the 
case for this situation. In addition, the incre-
mental ratios for both effectiveness and QALYs 
indicate that Gecept has better outcomes than 
Gelimus (more DFMCs and higher QALYs) but 
at a higher price. Even the higher estimate from 
the sensitivity analysis, $5,487  per additional 
QALY, is well below common thresholds for 
value. See Table 6.4. 

Data Gecept Gelimus MMF with CsA

Medication costs for  
1 year, Mean (SD)

$18,200 ($2,500) $17,300 ($2,400) $22,900 ($3,000)

DFMC, Mean (Range) 220 (201–257) 140 (135–176) 110 (101–129)

Utility Score (kidney 
transplant recipients)

0.72 0.44 0.37

SD = standard deviation; DFMC = days free of medication complications per year; MMF with CsA = mycophenolate mofetil with reduced-dose 
cyclosporine.

Table 6.2. Data - Immunosuppression Study
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Gecept Gelimus MMF with CsA

Cost-Effectiveness

Cost per DFMC $83 $124 $208

Incremental cost per  
DFMC: (∆ costs/∆ days)

Gecept is dominant over MMF 
with CsA

Gecept vs. Gelimus: $11 per 
additional DFMC

Gelimus is dominant over  
MMF with CsA

Cost-Utility

QALY 0.72 0.44 0.37

Average cost per QALY $25,278 $39,318 $61,892

Incremental cost per  
QALY: ∆ costs/∆ QALYs

Gecept is dominant over MMF  
with CsA

Gecept vs. Gelimus: $3,214 per 
additional QALY

Gelimus is dominant over  
MMF with CsA

MMF with CsA = mycophenolate mofetil with reduced-dose cyclosporine; DFMC = days free of medication complications per year;  
QALY = quality-adjusted life-years.

Table 6.3. Calculations – IMMUNOSUPPRESSION STUDY

Sensitivity Analysis Gecept (QALY −10%) Gelimus (QALY +10%)

Adjusted QALYs 0.648 (0.9 × 0.72) 0.484 (1.1 × 0.44)

Incremental cost per QALY  
(∆ costs/∆ QALYs)

Gecept vs. Gelimus ($18,200 − $17,300)/(0.648 − 0.484) = $5,488

Table 6.4. Sensitivity Analyses – Immunosuppression Study

LIMITATIONS: There were some limitations 
to the study. First, the sample population is 
small and from only two facilities—it reduces 
potential extrapolation to other populations. 
Similarly, the length of study is limited in 
its duration, as the survival rate 3 years post 
transplant is as high as 90%, but may vary from 
center to center according to complications 
that may arise in the interim. Perhaps a longer 
study period is necessary to capture more ac-
curate data in complication-free days. In addi-
tion, annual costs per drug are estimates, and 

they may fluctuate depending on individual 
patient dosing, frequency, current market pric-
ing, and price negotiations by various insur-
ance companies. Finally, though the standard 
gamble method is the gold standard for deter-
mining utility scores, the utility scores of this 
particular study may still differ from a study 
using a different methodology.

CONCLUSIONS:  In this study the use of 
Gecept was cost-effective compared to Gelimus, 
and dominant compared to MMF with CsA.
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1.	 Complete Title?

2.	 Clear Objective?

3.	 Appropriate Alternatives?

4.	 Alternatives Described?

5.	 Perspective Stated?

6.	 Type of Study?

Worksheet for Critique of CUA Composite Article 2
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7.	 Relevant Costs?

8.	 Relevant Outcomes?

9.	 Adjustment or Discounting?

10.	 Reasonable Assumptions?

11.	 Sensitivity Analyses?

12.	 Limitations Addressed?
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13.	 Generalizations Appropriate?

14.	 Unbiased Conclusions?

Critique of CUA Composite Article 2

  1.	 Is the title clear?  The title does state the type of study that is being conducted 
(CUA), but it does not list the comparators.

  2.	 Is the objective stated?  Yes. Within the introduction, it is stated that “a 
comprehensive analysis was conducted to assess costs and outcomes of three 
different but common maintenance immunosuppression therapies used for 
post–kidney transplant patients: Gecept, Gelimus, and mycophenolate mofetil 
with reduced-dose cyclosporine.”

  3.	 Are the comparators/alternatives ideal or appropriate?  The comparators 
are appropriate, as mycophenolate mofetil with reduced-dose CsA are com-
monly used immunosuppressant medications used as maintenance therapy 
for post–kidney transplant patients. In addition, the new medications have 
been found to differ in mechanism of action from both mycophenolate 
mofetil and cyclosporine, so differences in complications may be attributed to 
these differences in mechanisms of action.

  4.	 Were the comparators/alternatives clearly stated? Can the study be rep-
licated?  Though the medications were clearly stated, the doses, frequencies, 
and duration of treatment were not stated. In addition, the means of data col-
lection was not clearly outlined, only the length of time in which the data were 
collected (365 days).

  5.	 Is the perspective of the study indicated?  The perspective of the study was 
not indicated. However, one might assume it is the payer—In the US, Medicare 
pays for the majority of the costs for patients who have kidney transplants.

  6.	 Is the type of study indicated?  The type of study (CUA) is stated in the title. 
Furthermore, outcomes were measured in QALYs, indicating again that this is 
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a CUA study. To compare differences in results, incremental cost-effectiveness 
ratios were calculated based on the days free of medication complications, so 
the type of study may be regarded as a CEA as well as a CUA study.

  7.	 Relevant costs: were all the important and relevant costs included?  Since 
the perspective of the study is not clearly indicated, it is difficult to determine 
the appropriateness of the costs of the study. Only costs of the medications 
were included, others costs (e.g., costs of treating medication-related complica-
tions) should have been addressed.

  8.	 Were the important or relevant outcomes measured?  Outcomes were 
measured by the number of days free from medication-related complications 
according to patient testimony, and the utility scores were derived from the 
standard gamble method. However, the outcome “day free from medication-
related complications” is not adequately defined or explained. More informa-
tion on this outcome variable would be useful to the readers. Results from the 
KTQ were not discussed.

  9.	 Is adjustment or discounting necessary?  Because the study spanned over 
the course of 1 year (365 days), adjustment of costs is not necessary, and be-
cause results were not extrapolated into the future, neither costs nor outcomes 
needed to be discounted.

10.	 Assumptions stated and reasonable and stated?  It was assumed that util-
ity scores were accurate, as they were derived from patients directly affected by 
the different medication regimens and thus provide the closest approximation 
of these utility scores. In addition, medical costs (cost of hospital admission 
prior and after surgery, procurement of organ, physician costs, costs to treat 
complications, etc) other than for medications were assumed to be the same 
between patients.

11.	 Sensitivity Analyses: were sensitivity analyses conducted for important 
estimates or assumptions?  A sensitivity analysis was conducted by adjusting 
the QALYs of Gecept by −10% and Gelimus by +10%. Gecept was deemed to 
still be a cost-effective option.

12.	 Limitations addressed?  Several limitations were addressed in the limitations 
section.

13.	 Appropriate generalizations: were extrapolations beyond the population 
studied properly?  Outcomes and costs were collected from a small group 
of patients from only two health care centers, so caution in extrapolation is 
warranted.

14.	 Were conclusions unbiased?  Conclusions were based on data from a small 
sample and did not include nondrug costs, but sensitivity analysis on the CUA 
scores indicated the results to be robust to a range of utility estimates.
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Questions/Exercises

Based on the following abstract (condensed summary of a research article), please 
answer questions 1 through 5: 

ABSTRACT

TITLE: Cost-Utility of Asthmazolimide in the Treatment of Severe Persistent 
Asthma

BACKGOUND: Some patients with severe persistent asthma are not controlled with 
standard treatment (defined in this study as a combination of long-acting beta-
agonists [LABAs] and inhaled corticosteroids [ICS]). Clinical trials have shown im-
proved outcomes for these patients if asthmazolimide (a fictitious drug) is added 
to their regimen.

OBJECTIVE: The objective of this study was to estimate the cost per QALY of the 
addition of asthmazolimide to standard treatment for patients enrolled in a ran-
domized controlled trial. The perspective of the study was the third-party payer.

METHODS: Patients with severe persistent asthma in a health plan were prospec-
tively enrolled in the study in 2012 using a pre–post study design. For the first 12 
months after enrollment, patients recorded their use of any asthma-related medi-
cal services and prescriptions and kept a daily symptom diary. Then patients had 
asthmazolimide added to their regimen for the next 12-month period and again 
kept track of their asthma-related medical services and prescriptions and a diary of 
daily symptoms. Costs of services recorded by the patients were adjusted to 2012 
costs to the health plan. QALYs were calculated using utility weights for various 
asthma-related symptoms that were estimated from previous studies.

RESULTS: A total of 216 patients were enrolled in and completed the study. 
Asthma-related health plan costs increased after the addition of asthmazolimide 
(mostly from an increase in prescription costs) by an average of $800 per year. 
Fewer symptoms and less severe symptoms were reported after the addition of the 
new drug, resulting in an average increase of 0.1 QALY and an incremental cost per 
QALY ratio of $8,000.

CONCLUSION: For these 216 patients, the addition of asthmazolimide to the medi-
cation regimen resulted in a reduction of symptoms at a reasonable cost to the 
health plan.

1.	 Was the title appropriate? Why or why not?
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2.	 Were you able to determine the perspective? If so, what was it?

3.	 Was either adjustment or discounting appropriate? If so, was it conducted?

4.	 Were alternatives described in detail?

5.	 Were generalizations made?

Based on the following informations, please answer questions 6 through 11.

Gastromycin is a potent stimulator of gastric motility. Recent studies have shown 
the use of IV Gastromycin before endoscopy for gastrointestinal (GI) bleeding 
ulcers helps clear the stomach of blood. You are asked to compare the use of IV 
Gastromycin to usual care (no pre-op Gastromycin) before GI endoscopy for bleed-
ing peptic ulcers. The perspective is that of the payer, and the time frame is 1 year.

Assume patients have a 1.0 QALY if not for the need of ulcer surgery
QALYs for the minor surgery and 2-day stay are decreased by 0.10 = 0.90 QALY
QALYs for the major surgery and 3-day stay are decreased by 0.20 = 0.80 QALY

OPTION A—Usual care: Following usual surgery procedures, 70% of the time, the 
ulcer is located on “first-look”; there is no “second-look” endoscopy needed; minor, 
tuncomplicated surgery is conducted; and a 2-day hospital stay results—at a cost 
of $4,000 ($2,000 for surgery; $1,000 per day in hospital times 2 days). The other 
30% of the time, a “second-look” endoscopy is needed due to excessive bleeding; the 
surgery is more complicated, and a 3-day hospital stay results—at a cost of $6,000 
($3,000 for surgery and $1,000 per day in hospital times 3 days).

For each patient, the average cost would be $4,600 [(0.7 × $4,000) + (0.3 × $6,000)]
For each patient, the average QALY would be 0.87 [(0.7 × 0.9 QALY) + (0.3 × 0.8 QALY)]
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OPTION B—IV Gastromycin added presurgery: The use of IV Gastromycin adds 
$500 to the cost of surgery is above the cost of the usual procedures. When using 
IV Gastromycin, 80% of the time, the ulcer is located on “first-look”; there is no 
“second-look” endoscopy needed; minor, uncomplicated surgery is conducted; and 
a 2-day hospital stay results ($4,500). The other 20% of the time, a “second-look” 
endoscopy is needed due to excessive bleeding, the surgery is more complicated, and 
a 3-day hospital stay results ($6,500).

For each patient, the average cost would be $4,900 [(0.8 × $4,500) + (0.2 × $6,500)]
For each patient, the average QALY would be 0.88 [(0.8 × 0.9 QALY) + (0.2 × 0.8 
QALY)]

  6.	 Calculate the average cost per QALY for each option (no Gastromycin and use 
of IV Gastromycin).

  7.	 Calculate the incremental cost-utility ratio for IV Gastromycin compared with 
usual care (no Gastromycin).

  8.	 If OPTION A (no Gastromycin) is the standard treatment, Place an X in the 
cell that represents the comparison of OPTION B (IV Gastromycin) to the 
standard (OPTION A).

Cost Outcome Lower Cost Same Cost Higher Cost

Lower outcome

Same outcome

Better outcome

  9.	 If a threshold of $20,000 is used as the value of a QALY, do calculations indi-
cate that IV Gastromycin is a cost-effective option?

10.	 If a threshold of $50,000 is used as the value of a QALY, do calculations indi-
cate that IV Gastromycin is a cost-effective option?

11.	 Are the results sensitive to this range of values ($20,000 to $50,000)? Why or 
why not?
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Cost-Benefit Analysis*

Objectives
Upon completing this chapter, the reader will be able to:

1.	 Define and describe cost-benefit analysis (CBA).

2.	 Address the advantages and disadvantages of CBA.

3.	 Discuss the methods of measuring productivity and 
intangible costs, including the human capital (HC) and the 
willingness-to-pay (WTP) approaches.

4.	 Compare three types of calculation methods used with CBA: 
net benefits (or net costs), benefit-to-cost (or cost-to-benefit) 
ratios, and internal rate of return (IRR).

5.	 Critique a CBA composite article.

✦ Definition and History

As mentioned in Chapter 1, cost-benefit analysis (CBA) compares both costs and 
benefits in monetary units. The theoretical roots of CBA stem from welfare eco-
nomics. Welfare economics is used to help make decisions regarding public policy 
by incorporating individual preferences and values to improve social welfare while 
balancing the effective use of resources.1 Early social welfare issues in which CBA 
was used included setting environmental policy. In the 1800s and 1900s, CBA 
methodology was first used to help set policy for water projects such as irrigation 
and flood control.2 CBA was later applied to other public goods such as wildlife, air 
quality, public parks, and health care. The first use of CBA in health care dates back 
to the 1960s.3 In 1961, Weisbrod4 assessed the costs and benefits of a vaccination 

* This chapter is adapted with the permission of the American College of Clinical Pharmacy from the following 
source: Barner JC, Rascati KL. Cost-benefit analysis. In Grauer DW, Lee J, Odom TD, et al. (eds). Pharmacoeconomics 
and Outcomes: Applications for Patient Care (2nd ed.). Kansas City, MO: American College of Clinical Pharmacy, 2003: 
115–132.
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program for children in which the benefits of the program were monetized by 
using wages to value lost productivity and reduced survival. (Note: This is referred 
to as the human capital (HC) approach, which is discussed in more detail later.)

✦ Advantages and Disadvantages of Cost-Benefit Analysis

An advantage of this type of analysis is that many different outcomes can be 
compared as long as the outcomes measures are valued in monetary units. 
The disadvantage is that placing economic values on medical outcomes is not 
an easy task and there is no universal agreement on one standard method for 
accomplishing this.

To illustrate the advantage of CBA compared with cost-effectiveness analysis 
(CEA), Table 7.1 shows examples of various programs and interventions and their 
corresponding cost-effectiveness and cost-benefit ratios. (CBA ratios are expressed 
as benefit-to-cost ratios, where the higher the number, the more cost-beneficial.) 
Assume you are a decision maker and you must choose one program from Table 7.1 
to implement in your organization. Assume that you only had cost-effectiveness 
ratios available to help make the choice. How would you choose? One can quickly 
see that it would be difficult to compare the programs using only cost-effectiveness 
ratios because of the varying outcomes (e.g., case prevented, life years saved). 
On the other hand, the benefit-to-cost ratios can be ranked, and programs with 
similar, as well as dissimilar, outcomes can be compared. In addition, the decision 
maker can determine which programs’ costs will exceed the benefits and vice versa. 
If the goal of the decision maker is to maximize the investment, the program with 
the highest benefit-to-cost ratio (in this case, diabetes medication adherence pro-
gram) would be chosen. If only the cost-effectiveness ratios were available, it would 
be more difficult to compare the value of the various interventions.

As the cost of health care continues to increase, many decision makers must 
make choices regarding which programs will be implemented. Pharmacists are 
working in many areas of health care providing clinical services and developing 
specialty clinics in areas such as anticoagulation, diabetes, asthma, osteoporosis, 

Table 7.1. Comparison of Cost-Effectiveness Ratios  
and Benefit-to-Cost Ratiosa

Program or Intervention Cost-Effectiveness Ratio Benefit-to-Cost Ratio

AIDS prevention and awareness 
program

$230,000/case prevented 8.4:1

Vaccination program for children $104,000/case prevented 0.3:1

Smoking cessation intervention $3,700/quit 6.7:1

Diabetes medication adherence 
program

$67/normoglycemic patient 15.1:1

Breast cancer screening program $50,000/life year saved 2.4:1
aCost-effectiveness analyses commonly use cost-effectiveness ratios, which are based on the costs of treatment divided by 
benefits of the treatment. Lower ratios indicate lower costs and are therefore the preferred options. Cost-benefit analyses 
use benefit-to-cost ratios, which are based on monetary benefits divided by monetary costs. Ratios higher than 1 indicate 
that the option is cost beneficial. In addition, higher ratios indicate higher benefits for each dollar spent and therefore 
are preferred over lower ratios. This table indicates an advantage of using benefit-to-cost ratios compared with cost-
effectiveness ratios. Because the health outcomes (the denominator) used to calculate cost-effectiveness ratios are measured 
using different units, it is difficult to compare the programs to determine which one is most cost-effective.
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and HIV and AIDS. Although clinical pharmacy programs have shown improve-
ments in clinical outcomes such as glycemic control and bone density, financial 
pressures are forcing decision makers to consider the following questions: Do the 
benefits of a program or intervention outweigh the costs? Which program will pro-
vide the greatest benefit? CBA is a tool that can be used to address these questions.

The unique aspect of placing a monetary value on the outcome or benefit in CBA 
also presents a challenge or disadvantage of the method. For example, when compar-
ing the cost-effectiveness ratios for an AIDS prevention and awareness program with 
the vaccination program for children, it would appear that the vaccination program 
would be the most cost-effective. But, when examining the benefit-to-cost ratios, 
the AIDS program is more cost-beneficial. CBA uses methods (which are discussed 
in more detail later) to value morbidity or mortality lost from a human life. In this 
example, the benefit (case prevented) was valued higher for AIDS patients than vac-
cinations for children. The controversy arises regarding the methodology used to 
place a dollar value on a case prevented or a human life. Thus, the advantage of plac-
ing a dollar value on the benefit or outcome is also a disadvantage of the method.

✦ Conducting a CBA

The first step in a CBA is to determine the type of program or intervention to be 
considered. The second step is to identify alternatives. In many cases, the alterna-
tive is to “do nothing.” In other cases, the alternative could be to implement a simi-
lar program that is smaller or larger in scale or to implement a different program. 
For example, a clinical pharmacist would like to start an asthma clinic. The alterna-
tive could be to compare the costs and benefits of having an asthma clinic with not 
having an asthma clinic. Another alternative could be to compare implementing 
an asthma clinic for all persons who had an asthma-related emergency department 
visit. A third alternative could be to compare implementing an asthma clinic with 
implementing a diabetes clinic.

To illustrate the components of a CBA, we will use the example of an asthma 
clinic. The clinic will focus on people with asthma who have had an asthma-related 
emergency department visit. These people would automatically be referred to a 
clinical pharmacist, who would provide education on managing asthma. These 
clinical pharmacy services could include education on triggers, medication adher-
ence, and the use of peak flow meters and inhalers. In this example, the alternative 
will be no asthma clinic. After the program or intervention and alternatives are 
identified, the next step is to identify the costs and benefits.

Figure 7.1 shows the basic components of CBA. As shown, there are two cat-
egories of costs, direct medical and direct nonmedical, and three categories of 
benefits, direct benefits (both medical and nonmedical), indirect benefits (pro-
ductivity), and intangible benefits. CBA can incorporate as few as one category of 
benefits or as many as all three of the benefit categories. When only direct medical 
benefits are measured, some researchers do not consider this to be a “true” CBA. It 
is sometimes categorized as a cost comparison or cost analysis. Some researchers 
only consider an analysis to be a “true” CBA if, in addition to the direct benefits, 
a monetary evaluation of the indirect benefits, other sector savings, or the actual 
health benefits (using, for example, willingness-to-pay [WTP] measures) are incor-
porated into the analysis.

Before starting any pharmacoeconomic analysis, it is important to deter-
mine the perspective of the study. Because of its focus on social welfare and 
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policy and the incorporation of indirect (productivity) or intangible benefits, 
economists recommend that CBAs should be conducted from the societal 
perspective.

✦ Difference Between Costs and Benefits

In CBA, both costs and benefits are measured in dollar values. This can some-
times cause confusion because benefits are also “cost savings” or “costs avoided.” 
As shown in Figure 7.1, costs and direct benefits are categorized as medical or 
nonmedical. For example, in the asthma program, a cost to the program could 
be an increase in medical costs related to visits to the pharmacy. A “cost saving” 
or benefit as a result of the program could be a reduction in medical costs for 
asthma-related emergency department visits. It is important to make the distinc-
tion between the two and to make sure that costs and benefits are properly placed 
within the equation.

✦ Measuring Indirect and Intangible Benefits

Various methods have been developed to estimate the monetary value of health 
benefits. The two most common methods seen in the pharmacoeconomic lit-
erature are the HC approach and the WTP approach, which are discussed in this 

Direct
medical

Direct
benefits

Indirect
benefits

Intangible
benefits

Patient preferences
Pain and suffering

Willingness to pay

Productivity

Human capital
Willingness to pay

Direct
medical
savings

Direct
nonmedical
savings

Direct
nonmedical

Costs ($)

Benefits ($)

Figure 7.1.  Components of cost-benefit analysis (CBA). This schematic represents the types 
of costs measured when conducting a CBA. Input costs (the numerator) usually consist of direct 
medical and direct nonmedical costs. The benefits of alternatives can include measures of 
direct medical and nonmedical costs avoided, indirect costs avoided (measured by human 
capital [HC] or willingness-to-pay [WTP] methods) and intangible costs avoided (measured by 
patient preferences or WTP methods). (Adapted with permission from the American College of 
Clinical Pharmacy. Barner JC, Rascati KL. Cost-benefit analysis. In Grauer DW, Lee J, Odom 
TD, et al. (eds). Pharmacoeconomics and Outcomes: Applications for Patient Care (2nd ed.). 
Kansas City, MO: American College of Clinical Pharmacy, 2003:115–132.)
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chapter. Information on other, less common, methods for estimating the value of 
health outcomes (e.g., “implied values” and “revealed preferences”) are discussed 
elsewhere.5 

Human Capital Method

As indicated previously, indirect benefits are increases in productivity or earnings 
because of a program or intervention. The HC approach is one way to measure 
indirect benefits. HC estimates wage and productivity losses because of illness, 
disability, or death. The HC approach assumes that the value of health benefits 
equals the economic productivity that they permit. There are two basic compo-
nents to calculating HC: wage rate and missed time (days or years) because of 
illness. Because the HC approach is based on wages, it is necessary to have some 
estimate of income. Income estimates can be obtained from several sources, 
including: the Census Bureau; the Bureau of Labor and Statistics; self-report; 
or any other data source that provides income estimates based on gender, age, 
or occupation. Missed time (days or years) because of illness can be obtained by 
self-report.

Wage Rate Calculations

Depending on the type of study, a yearly wage rate or a daily wage rate can be 
calculated. A yearly wage rate (income per year) would be calculated for a program 
or intervention that would reduce long-term disability or death. For example, a 
pneumococcal vaccination program might result in preventing premature death. 
Thus, it would be appropriate to use a yearly wage rate and assess the value of the 
number of years saved because of the intervention. Note that income or wages 
should include fringe benefits.

A daily wage rate (income per year divided by number of days worked per year) 
may be calculated for a program or intervention targeted at an acute or chronic 
illness with short-term disability. A person may not be adversely affected by the 
disease state on a continual basis, but he or she may have short-term periodic dis-
ability. For example, asthma, a chronic disease state, may include episodic asthma 
attacks. Thus, a person may only experience problems with the disease state on a 
periodic basis. For this type of disease state, a daily wage rate would be calculated. 
To calculate a daily wage rate both income and number of days worked per year 
must be assessed. We may assume that the average person works 240 days a year 
when accounting for weekends, vacation, and sick leave. A formula to calculate 
number of days worked per year is:

Number of days in a year (365) 2 Number of weekend days (104) 2 
Number of vacation days (14) 2 Number of sick-leave days (7) 5 240.

Missed Time (Days or Years) Because of Illness

If a yearly wage rate is calculated, then assessment of the number of years lost 
because of a disease or illness must be made. If a daily wage rate is calculated, an 
assessment of the number of missed days because of illness must be calculated. 
Because many pharmaceutical interventions involve chronic disease states with 
intermittent episodes, we will use an example calculating the daily wage rate and 
number of missed days. Missed days because of illness can fall into four groups 



108	 Part I  •  Basic Topics

(Table 7.2). Notice that for housekeeping and child care, estimates of productivity 
loss are estimated (imputed) even though no payments are directly associated with 
these activities.

Using the asthma clinic example, we will calculate an indirect benefit. Assume 
that the population served by the clinic is made up of adults with an average income 
(including fringe benefits) of $40,000 and 240 days worked per year. The daily wage 
rate (average income/number of days worked per year) would be $40,000/240 5 
$167/day. An average of 20 days a year were missed from work before participat-
ing in the asthma clinic, and an average of 7 days a year were missed from work 
after participating in the asthma clinic. Multiplying the daily wage rate times the 
number of missed days results in the value of lost productivity. In other words, the 
value of 20 days lost from work is $3,340, and the value of 7 days lost from work is 
$1,169. The difference between before and after the program is $2,171, which is the 
cost savings or the indirect benefit of the program or intervention (see Table 7.3 
for the calculation).

Advantages and Disadvantages of the HC Method

Measuring indirect benefits using the HC approach has several advantages. It is 
fairly straightforward and easy to measure. Income estimates can be obtained or 
estimated from publicly available sources, and days lost from illness can be readily 
obtained from the patient or another secondary source.

The HC approach also has several disadvantages. The primary concern with 
using the HC approach is that it may be biased against specific groups of people, 
namely unemployed individuals. It assumes that if a person is not working, he or 
she has little or no economic benefit. Children and unemployed elderly individuals 
are two groups with which bias can occur.

The HC assumption that the value of health benefits equals the economic 
productivity they permit may also be biased. The earnings for some individuals 

Table 7.2. Categories of Missed Days

Categories Examples

Missed work Days missed from work (for employed)

Missed housekeeping Days missed from housekeeping (for unemployed)

Restricted activity days Percent of time during which work or housekeeping was restricted

Did not miss an entire day of work or housekeeping but not 
productive for part of the day

Caregiver time Parent’s time spent as a caregiver to a child who has an illness

Daily Wage Rate
Average Number of Missed  
Days per Year

Average Value of Lost 
Productivity ($)

Before: $167 20 3,340

After: $167 7 1,169

Indirect benefit per person 5 $2,171 (value of increased productivity).

Table 7.3. Calculation of Indirect Benefit  
(Missed Work)
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may not equal the value of their output. For example, there is a large difference 
between the daily wage rate of a professional football player compared with that of 
an elementary school teacher. Some contend that because the underlying goal of 
using CBA is to measure the effect of an intervention on society, the HC approach 
is meant to measure the loss of productivity to society. Thus, wage rates should 
be based on those of the average population, not the specific patients included in 
a study. Although using general wage rates would not represent actual productiv-
ity losses or benefits to a specific group of patients, it would decrease some of the 
limitations of inequity already mentioned.

The HC method also does not incorporate values for pain and suffering if 
these values do not impact productivity. There may be certain disease states or 
conditions (e.g., menopause, hair loss) that may not impact productivity but do 
have an impact on a person’s health-related quality of life. For example, many 
women experience problems with menopause, including moodiness, hot flashes, 
and irregular cycles. Although this condition may have a significant impact on 
quality of life, most women do not miss many days of work because of compli-
cations from menopause. Thus, the HC method would not be sensitive enough 
to capture the benefits of a pharmacist-provided menopause clinic. Although 
biases exist with this method, it is the most commonly used method to measure 
indirect benefits.

Willingness-to-Pay Method

The WTP method can value both the indirect and intangible aspects of a dis-
ease or condition. The WTP method determines how much people are willing 
to pay to reduce the chance of an adverse health outcome. The WTP method 
is grounded in welfare economic theory, and it incorporates patient prefer-
ences and intangible benefits such as quality of life differences. Contingent 
valuation (CV), in which the respondent is asked to value a contingent or 
hypothetical market, is a direct method that is used to elicit the dollar values 
or the WTP amounts. WTP values can be collected through face-to-face inter-
views, mail, telephone, or via the Internet. To elicit WTP values, respondents 
are presented with a hypothetical market describing the benefits of a particu-
lar health care intervention (e.g., program, pharmaceutical, medical device). 
Respondents are then asked to value the health care intervention in a dollar 
amount, percent of income, or health care premium. Measuring WTP using the 
CV method should include two general elements, a hypothetical scenario and a 
bidding vehicle. Cummings et al.6 and Mitchell and Carson7 provide additional 
information on CV.

Hypothetical Scenario

The hypothetical scenario should include a description of the health care pro-
gram or intervention (e.g., medication therapy management program, new 
drug therapy). The intent of the scenario is to provide the respondent with an 
accurate description of the good or service that he or she is being asked to value. 
In addition, the scenario should detail the amount of time the person should 
expect to spend, as well as the benefit (e.g., percent improvement in the condi-
tion) of the intervention. An example of a hypothetical scenario for the asthma 
clinic might read:
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Bidding Vehicles

After the program or intervention has been adequately described, respondents are 
then asked to “bid,” or place a value on the program or intervention. Bids can be 
obtained through a variety of formats, such as open-ended questions, closed-ended 
questions, a bidding game, or a payment card. Below is a brief description of each 
of the methods.

Open-Ended Questions  Open-ended questions simply ask respondents how 
much they would be WTP for the program or intervention. This question would 
immediately follow the hypothetical scenario. Here is an example:

What is the maximum amount that you would be willing to pay for a 1-hour 
consultation with a pharmacist? ________________________________

The respondent would then write in their maximum WTP amount. This method 
is used the least because it results in WTP values that vary widely. Many people do 
not know how to value health care programs because they do not normally pay the 
full amount out of pocket. The other methods discussed below provide respon-
dents with more guidance in determining their maximum WTP.

Closed-Ended Questions  Closed-ended questions are also called “take-it-or-leave-it” 
or dichotomous choice questions. Respondents are asked whether or not they will 
pay a specified dollar amount for the program or intervention. Here is an example:

Would you be willing to pay $60 for a 1-hour consultation with a pharmacist?

___Yes____No

This method more closely resembles the marketplace. When consumers shop for 
products, they must decide based on the price of the product whether to “take-it-
or-leave-it.” One drawback to this method is that only one question is asked, so 
only one WTP value can be elicited from a respondent. Thus, a very large sample 
would be required to determine the overall WTP value.

Bidding Game  The bidding game resembles an auction in that several bids are of-
fered to reach a person’s maximum WTP. Before soliciting a second response, the 

Asthma Clinic Scenario

Patients with asthma have improved their condition by learning more about 
their disease and by taking their medications as directed. Pharmacists can help 
people with asthma understand their condition and the medications used to treat 
it. In addition, they can:

•	 Help you learn how to use a peak flow meter and an inhaler.
•	 Help you better manage the medications used to treat asthma.
•	 Help you recognize and handle situations when asthma attacks occur.
•	 Monitor your asthma by keeping a record on file and following up with you 

on a regular basis to assess your progress.
•	Contact your doctor and report any changes in your health.

An initial visit with your pharmacist would include an educational program on 
managing your disease state. This type of service is available by appointment 
only and would last approximately 1 hour. Assume that the program would result 
in a 50% improvement in your asthma.
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bids are adjusted based on the first response. This iteration could go on a number 
of times, but it is suggested that three times is optimal. Here is an example:

Would you be willing to pay $60 for a 1-hour consultation with a pharmacist?

___Yes	 If yes, ask: “Would you be willing to pay $80?”

___No	 If no, ask: “Would you be willing to pay $40?”

This method is useful to try to arrive at a person’s maximum WTP value. It is time 
consuming and is best conducted via a face-to-face interview or over the Internet. 
In addition, the WTP values can be biased depending on how high (or low) the first 
bid is. This is called “starting point bias.”

Payment Card  The payment card method provides the respondent with a list of 
possible WTP amounts (i.e., payment card) to choose from. Here is an example:

What is the maximum amount that you would be willing to pay for a 1-hour consulta-
tion with a pharmacist? Please circle your choice.

	 $150	 $90	 $30
	 $130	 $70	 $10
	 $110	 $50	 $0

This method is very easy to use and it provides respondents with a range of values 
to choose from. The advantages of the method can also result in disadvantages. 
Providing respondents with a range of values can bias their WTP values. The range 
provided can “suggest” the value of the intervention and can influence what re-
spondents say. Also, “range bias” can influence the WTP amount. For example, if 
the range of values was from $0 to $75 versus $0 to $150, the respondents’ WTP 
amount can vary depending on which range or starting point was provided.

National Oceanic and Atmospheric Administration Recommendations

The National Oceanic and Atmospheric Administration (NOAA)8 convened an 
expert panel to determine guidelines for conducting CV studies to determine 
WTP. Although the organization is primarily concerned with environmental is-
sues, its recommendations apply to the health care sector. NOAA recommends 
face-to-face interviews and the dichotomous choice (closed-ended) bidding ve-
hicle. Face-to-face interviews are very time consuming and may be cost prohibi-
tive for some researchers. The use of the dichotomous choice format requires a 
large sample size to accommodate the varying bid levels. Although these are the 
preferred methods, most studies in the literature have used mail surveys and the 
payment card format.

Advantages and Disadvantages of the Willingness-to-Pay Method

The main advantage of the WTP approach is that it is a method to place a dollar 
value on intangible benefits. It is also grounded in welfare economic theory, which 
embodies patient preferences and choice. However, there are several disadvantages 
to the WTP methodology. Many critics question the validity of the WTP responses 
because of the various methods used to elicit dollar values as well as the hypotheti-
cal nature of the health care benefit. It is difficult for people to place a dollar value 
on a health benefit or an increase in health-related quality of life or satisfaction. 
Because a “hypothetical” or artificial scenario is presented, it is possible that re-
spondents might give a “hypothetical response” or that the respondent may not 



112	 Part I  •  Basic Topics

understand the value of the market (e.g., pharmaceutical care program) being pre-
sented. It has been noted that when directly measuring monetary values, there is a 
difference between a person’s WTP for a benefit and his/her willingness to accept 
(WTA) compensation to forgo the same benefit.9 The methodological development 
for collecting valid and reliable WTP values is ongoing.

Another disadvantage of this method includes the biases involved in measuring 
WTP. “Compliance bias” occurs when respondents want to “please” the interviewer and 
may overstate their WTP values. Strategic bias occurs when respondents over- or under-
state their WTP values to strategically impact the outcome. For example, a respondent 
may understate a WTP value so that they will not have to pay as much. Other biases 
with the bidding vehicles (e.g., range bias, starting point bias) were explained previously.

✦ Calculating Results of Costs and Benefits

After all costs and benefits have been identified and quantified, the results of the 
analysis must be presented in ways that help decision makers understand the value 
of the program or intervention. CBA can be presented in the following three for-
mats: net benefit calculations, benefit-to-cost ratios, and internal rate of return 
(IRR). When evaluating interventions, it is important to assess the method used. 
Another issue to consider when choosing a method for displaying the results is 
the time horizon for the project. If retrospective data are collected for more than 
1 year or if the project inputs or outcomes are estimated for more than 1 year into 
the future, it is important to adjust or discount these costs to one point in time. 
(See Chapter 2 for examples of adjustment and discounting calculations.)

Net Benefit (or Net Cost) Calculations

The net benefit (or net cost) calculation simply presents the difference between the 
total costs and benefits. Net benefit 5 total benefits 2 total costs; Net cost 5 total 
costs 2 total benefits. Interventions would be considered to be cost-beneficial if:

Net Benefit . 0      or      Net Cost , 0

Benefit-to-Cost (or Cost-to-Benefit) Ratio Calculations

CBA results can also be calculated by summing up the total benefits and divid-
ing by the total costs. The ratio may be expressed as a benefit-to-cost ratio or a 
cost-to-benefit ratio. Depending on how the ratio is calculated, interventions are 
cost-beneficial if:

Benefit-to-cost . 1      or      Cost-to-benefit , 1

Example Using Different Calculation Techniques

Suppose a decision maker had to choose between two proposals for implementa-
tion. Also assume that the projects are for 1 year, so discounting is not needed.

Proposal A: Cost 5 $1,000; Benefit 5 $2,000
Proposal B: Cost 5 $5,000; Benefit 5 $7,500
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Table 7.4 shows the net and ratio calculations for both proposals. Although four 
calculations are shown in the table, the benefit-to-cost ratio (when compared with 
the cost-to-benefit ratio) and the net benefit calculation (when compared with the 
net cost calculation) are used most often because the higher the result, the more 
cost-beneficial an option becomes.

Using the criteria outlined above for cost-beneficial programs, it is apparent 
that both programs are cost-beneficial using both the net and ratio methods of 
calculations. However, when comparing net calculations, proposal B is more cost-
beneficial than proposal A (net benefit 5 $2,500 versus $1,000), but proposal A is 
more cost-beneficial than proposal B (benefit-to-cost ratio 5 2.0 versus 1.5) when 
using ratio calculations. Thus, the ratio and the net calculation may indicate that 
different options are the most beneficial.

In this example, in which both proposals are cost-beneficial, the decision maker 
may consider other issues, such as the amount of money available for investment. 
Whereas A would require $1,000 input costs, proposal B would require $5,000. An-
other consideration may involve the return on investment. Proposal A, with a 2:1 
benefit-to-cost ratio, has a higher return than proposal B (i.e., 1.5:1 benefit-to-cost 
ratio). A third consideration is the actual net benefit amount. Proposal B has a higher 
net benefit than proposal A ($2,500 versus $1,000). The choice between proposal A 
and B would depend on the goals (both programmatic and financial) of the organi-
zation. Caution should be used when interpreting ratio calculations because even 
when using the same monetary estimates, results can change depending on whether 
some costs are placed in the numerator as input costs or the denominator as cost sav-
ings; this is not a problem when subtracting benefits minus costs in net calculations.

Internal Rate of Return

The internal rate of return (IRR) is the rate of return that equates the present value 
(PV) of benefits to the PV of costs (see Chapter 2 for PV calculations). The goal is 
to find the rate of return that would make the costs and benefits equal. After the 
IRR is calculated, it is compared with a specified hurdle rate. The decision rule for 
IRR is to accept all projects with an IRR greater than the hurdle rate. If the IRR is 
greater than the hurdle rate, then it means that the project can yield a higher rate 
of return compared with some other investment. For example, the IRR should be 
higher than the interest rates available for savings accounts or secured bonds.

IRR is difficult to calculate by hand. Computer programs and special func-
tions on calculators are available for determining IRR. Assume that the IRR for 
the asthma pharmaceutical care program described above is 6.3%. If the market 
rate of return is 4.5% for other investments, this is the hurdle rate. Because 6.3% 

Proposal A Proposal B

Net benefit $2,000 − $1,000 5 $1,000 $7,500 − $5,000 5 $2,500

Net cost $1,000 − $2,000 5 −$1,000 $5,000 − $7,500 5 −$2,500

Benefit/cost ratio $2,000/$1,000 5 2.0 $7,500/$5,000 5 1.5

Cost/benefit ratio $1,000/$2,000 5 0.5 $5,000/$7,500 5 0.7

Table 7.4. Comparison of Two Proposals Using  
Net and Ratio Calculations
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exceeds 4.5%, the pharmaceutical care program should be chosen because it will 
yield a greater return, or greater value for every dollar invested. See Exhibit 7.1 for 
an example of an IRR calculation.

Summary

CBA differs from other pharmacoeconomic methods in that both the costs and 
benefits are measured in dollars. CBA can be very useful in determining which 
program or intervention has the greatest benefit. In addition, it is a useful method 
for comparing multiple programs with varying outcomes. CBA values indirect ben-
efits (productivity) using the HC approach and intangible benefits using the WTP 

EXHIBIT 7.1

IRR Calculation
NPV 5 0; or PV of future cash flows − Initial Investment 5 0; or

CF1 1 CF2 1 CF3 1 . . . − Initial Investment 5 0

(1 1 r)1 (1 1 r)2 (1 1 r)3
Where,

r is the internal rate of return,
CF1 is the period one net cash inflow,
CF2 is the period two net cash inflow,
CF3 is the period three net cash inflow, and so on.

But the problem is we cannot isolate the variable r on one side of the above 
equation. However, there are alternative procedures which can be followed to 
find IRR. The simplest of them is described below:

1.	 Guess the value of r and calculate the NPV of the project at that value.
2.	 If NPV is close to 0 then IRR is equal to r.
3.	 If NPV is greater than 0 then increase r and jump to step 5.
4.	 If NPV is smaller than 0 then decrease r and jump to step 5.
5.	 Recalculate NPV using the new value of r and go back to step 2.

Find the IRR of an investment having initial cash outflow of $200,000.
The cash inflows 5 Year 1 5$60,000; Year 2 5 $100,000; and Year 3 5$75,000 

respectively.

Solution
Assume that r is 10%.
NPV at 10% discount rate 5 $193,539 2 $200,000 5 2$6,461
Since NPV is less than 0 we have to decrease discount rate, thus
NPV at 6% discount rate 5 $208,575 2 $200,000 5 1$8,575
But it is greater than 0 we have to increase the discount rate, thus
NPV at 8% discount rate 5 $200,826 2 $200,000 5 1826 5 close to 0
IRR ≈ 8%
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approach. Both methods have several advantages and disadvantages, which can 
lead to biased or inaccurate estimates of indirect and intangible benefits. Because of 
the difficulties in measuring and in incorporating indirect and intangible benefits, 
many of the CBA studies in the literature measure direct medical costs and direct 
medical benefits only. As indicated previously, some do not consider this to be 
a “true” CBA. Example 7.1 summarizes an article that evaluates published CBAs.

A number of studies use CV or WTP methods without the incorporation of these 
results into a CBA. For example, the HC method may be used to estimate indirect 
costs in cost-of-illness studies (Example 7.2). Three types of calculations might be 
conducted to determine if an intervention is cost-beneficial: net calculations, ratio 
calculations, and IRR calculations. Although CBA has the advantage of monetarily 
valuing indirect and intangible benefits, this is also a disadvantage because of the dif-
ficulty involved in valuing outcomes such as productivity and improvement in health. 
Exhibit 7.2 provides a summary of the debate of using CBA compared with CEA.

Note: This is a summary based on the article Zarnke KB, Levine MA, O’Brien BJ. Cost-benefit 
analyses in the health-care literature: Don’t judge a study by its label. Journal of Clinical 
Epidemiology 50(7):813–822, 1997.

The objective of this study was to evaluate published health care—related CBAs. 
The authors searched the literature from 1991 to 1995 to find articles that were 
labeled as a CBA in the title or the abstract. Ninety-five articles met their inclusion 
criteria. The most common application of CBA focused on five broad areas (these 
were not mutually exclusive): prevention strategies (58%), pharmaceuticals (25%), 
education and counseling (21%), screening strategies (18%), and diagnostic tests 
(17%). Prevention strategies included various types of vaccination programs for infec-
tions such as influenza and hepatitis B. Most of the studies that were categorized as 
pharmaceutical comparisons were studies that involved the vaccine in the prevention 
strategies studies. Education and counseling included both asthma and diabetes 
education programs. Screening strategies focused on cancer screenings, and more 
recently, screening for HIV and AIDS, particularly in pregnant women.

Of the 95 studies, only 30 (32%) were considered to be “true” CBAs, defined 
as placing a monetary value on the health outcomes. Most of these (21 articles or 
70%) used the HC approach to value benefits, and only four used CV methods such 
as WTP. The other studies used a variety of methods (e.g., values implied from past 
decisions and court awards).

Example 7.1 �E valuations of Cost-Benefit Analyses  
in the Literature

Note: This is a summary based on the article Wu EQ, Birnbaum HG, Shi L, Ball DE, et al. The 
economic burden of schizophrenia in the United States in 2002. Journal of Clinical Psychiatry 
66(9):1122–1129, 2005.

The objective of this study was to estimate annual US costs associated with 
schizophrenia. A societal perspective was used, and three types of costs were 

Example 7.2 �H uman Capital Calculations Used When 
Determining the Burden of Illness

(continues)



116	 Part I  •  Basic Topics

EXHIBIT 7.2

Debate on CBA versus CEA: Summary of article by Johnson [Why not real eco-
nomics? Pharmacoeconomics 30(2):127–131, 2012] and response by Schulpher 
and Claxton [Real economics needs to reflect real decisions: A response to 
Johnson. Pharmacoeconomics 30(2):133–136, 2012].

Points made by Johnson for the use of CBA:
“Current health technology assessment (HTA) practice obscures efficiency-

economic tradeoffs. Health economists’ acceptance of CEA instead of CBA is a 
form of professional misfeasance.”
●	 CBA has been criticized for ethical concerns of putting a value on a human 

life, but at least it is transparent about the valuation.
●	 It has been argued that CBA may increase the price of drugs, but if it provides 

for a more efficient use of resources, that is acceptable.
●	 CBA has been criticized based on the use of unreliable methods, but these 

methods have been used for 30 years in environmental and other public good 
sectors to make decisions.

●	 One disadvantage of CEA is that comparing the costs of options with the same ef-
ficacy still does not determine if any of the options are worth adopting.

Response by Schulpher and Claxton for the use of CEA:
Johnson’s paper shows a misunderstanding of “.  .  .  the distinction between 

CEA and CBA, and fails to identify the real points at issue between the conven-
tional “welfarist” normative principles of economic evaluation and alternative 
approaches such as social decision making.”
●	 Alternatives to QALY measurements to estimate benefits have been proposed 

and studied, but these alternatives have rarely been used in applied research, 
probably due to their practical limitations.

●	 The threshold of value should represent the health outcomes forgone due 
to the displacement of existing services to fund any additional cost of new 
technologies, so comparisons to current options are needed.

●	 “Welfarist” economics (CBA) is theory-driven. But can researchers really know all of 
the variables needed and can there really be a broad consensus on monetary values?

●	 “Social decision making” (CEA) is a more pragmatic view, and more likely to 
be used by decision makers.

estimated: (1) “direct medical costs”; (2) other sector costs (e.g., law enforcement, 
homeless shelters); and (3) indirect or productivity costs. Indirect costs were estimated 
using the HC approach. Market wages were used to calculate the cost of lost produc-
tivity from unemployment, reduced workplace productivity, premature mortality from sui-
cide, and family caregiving. Annual costs in 2002 dollars were $22.7 billion in direct 
medical costs, $7.6 billion for non-health care sector costs, and $32.4 billion in indi-
rect costs, indicating that productivity losses are a major cost component of this illness.

Example 7.2 �H uman Capital Calculations Used When 
Determining the Burden of Illness (Continued)
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Title: Cost-Benefit Analysis of a Roseolitis  
Vaccination for Senior Pharmacy Students  

in the United States

Composite Article 1: CBA—Vaccination

Introduction: Many studies have high-
lighted the importance of vaccinating high-risk 
populations, including health care workers, 
against various diseases. In the United States, 
pharmacy students spend their senior year in 
pharmacy school going to various health care 
sites (rotations) to obtain experiential training. 
These students come in contact with many 
patients and are increasingly being required 
by their schools to be up-to-date on immu-
nizations and vaccinations for various dis-
eases, such as hepatitis B, influenza, measles, 
mumps, rubella, and varicella, before starting 
the first rotation.1

A new disease, similar to measles, called “ro-
seolitis” is now being seen in the United States 
(don’t worry; this is made up for the composite 
article) and is seen in about 1% of the general 
population per year. People at high risk for 
other communicable diseases (e.g., influenza, 
meningococcal disease, hepatitis), such as stu-
dents living in dormitories, children in day 
care facilities, military personnel, patients with 
compromised immune systems, and health care 
professionals who have direct patient contact, 
also have a higher risk of contracting roseolitis, 
but the precise increase in incidence is not yet 
known for these groups. Symptoms include fe-
ver, headache, itching, swelling, and listlessness. 
The majority of patients (80%) recover fully 
within 1 week using medication to treat the 
symptoms (e.g., acetaminophen and antihista-
mines) and have no lasting effects of the disease. 
The other 20% develop a serious secondary 
infection, and about 3% of those with a serious 
infection die. A vaccine called RVac was devel-
oped to reduce the occurrence of roseolitis. (The 
real article would have clinical references here.)

The objective of this study was to con-
duct an economic analysis to determine if 
requiring all US senior pharmacy students 
to be vaccinated against roseolitis would be 
cost-beneficial.

Methods: A CBA was conducted comparing 
the costs of routine vaccination in 2013 of the 
senior pharmacy students in the United States 
with the cost savings (or benefits) of the vaccine 
from both a payer and a societal perspective. 
Epidemiologic studies of the new disease have 
measured the overall incidence per year (1%), 
the percent of patients with the disease who 
have severe secondary infections (20%) and the 
percent with severe infections who die (3%). So 
far, there is no reason to believe that patients 
who recover from roselitis have any long-term 
health problems. It was assumed that phar-
macy students would have twice the incidence 
of the general population.

The development of the vaccine is relatively 
new, and no information is available on its 
long-term effectiveness. Because we do not yet 
know the duration of protection afforded by 
the vaccine, we assessed all direct medical costs 
and savings for 1 year (the last year in phar-
macy school) using 2013 US$ values.

Productivity costs were estimated using the 
HC approach. The value of potential future 
earnings of a pharmacist, $3.2 million, was esti-
mated using PV calculations (3% discount rate) 
for the year 2013. Direct costs and outcome 
probabilities were estimated from previously 
published literature. (Remember this is a “com-
posite” example, not a “real” research article. 
In a “real” research article, the authors should 
provide more in-depth detail as to where these 
estimates came from and how they were esti-
mated.) Sensitivity analyses were conducted for 
the costs of the vaccine and its administration, 
the incidence of roseolitis in the senior phar-
macy student population, and the effectiveness 
of the vaccine in preventing roseolitis.

Results: There were approximately 8,000 
first professional pharmacy degrees awarded 
in the United States in 2012, so we will assume 
this will be the number of seniors in 2013. 
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Exhibit 7.3 lists base estimates used to deter-
mine if it would be cost-beneficial to vaccinate 
pharmacy students for this disease. Benefit-to-
cost ratios are presented (Exhibit 7.4) from the 
payer perspective (using direct medical costs 
only) and the societal perspective (including 
HC values). If only direct medical costs and 
savings are used to calculate the benefit-to-
cost (B/C) ratio using base case assumptions, 
the ratio is 0.18:1, which means that for every 
dollar spent on the vaccine, only $0.18 would 
be saved from a reduction in direct medi-
cal treatment costs, indicating that from the 
payer’s perspective, the vaccination is not cost-
beneficial. If HC estimates are included in the 
B/C ratio, the result is now 6.3:1, which means 
that from a societal perspective, for every dol-
lar spent, more than $6 would be saved, indi-
cating the immunization from this perspective 
would be cost-beneficial. Exhibit 7.4 also lists 
the sensitivity analyses calculations using a 
range of assumptions. Because of the small 
sample of the population of interest coupled 
with the low mortality rate from the disease, 

some ratios were not calculated. When the dif-
ference in the number of deaths was less than 
one, calculations of productivity cost savings 
may not be valid. For all sensitivity analyses, 
the vaccination was not cost-beneficial from 
a purely payer perspective (range B/C, 0.09 
to 0.36) but was cost-beneficial when indirect 
savings were included (range B/C, 3.6 to 12.6).

Conclusions: From a societal perspective, 
the use of the new RVac vaccine to prevent 
roseolitis in senior US pharmacy students was 
cost-beneficial, but from a health care payer’s 
perspective, it was not. If a prevention tech-
nique is shown to be effective as well as cost sav-
ing, it would be readily implemented. However, 
measures that are not cost-beneficial may also 
be recommended for implementation based 
on more complex factors, including relief of 
pain and suffering and priorities of the public 
and decision makers. Although all 8,000 senior 
pharmacy students must be vaccinated to save 
one life, the value of the one life more than 
offsets the cost of the 8,000 vaccinations.

EXHIBIT 7.3

Base Case Assumptions

Without Vaccine With Vaccine Difference

Costs

Cost of vaccine — 8,000 × $50 5 $400,000 $400,000

Administration of vaccine — 8,000 × $15 5 $120,000 $120,000

Total vaccination costs — $520,000

Benefits

Number of cases of roseoli-
tis: 90% effectiveness

8,000 × 0.02 5 160 8,000 × 0.02 ×.15 16 144 cases avoided

Cost for treatment: $50/
doctor visit 1 $10 
medication

160 × $60 5 $9,600 16 × $60 5 $960 $8,640 saved

Number of severe infections 160 × 0.20 5 32 16 × 0.20 5 3.2 28.8 infections avoided

Cost of infection: $3,000 32 × $3,000 5 
$96,000

3.2 × $3,000 5 $9,600 $86,400 saved

Total direct medical savings $95,040

Lives saved 32 × 0.03 5 1 life 3.2 × 0.03 5 0.1 life 1 life 5 $3,200,000

Total direct and indirect 
savings

$3,295,040
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EXHIBIT 7.4

Sensitivity Analyses

Benefit/Cost Ratio: Payer Perspective Benefit/Cost Ratio: Societal Perspective

Base case $95,040 / $520,000 5 0.18 $3,295,040 / $520,000 5 6.3

Cost of vaccine (base 5 $50)

  $20 0.34 11.8

  $100 0.10 3.6

Cost of administration (base 5 $15)

  $0 0.24 8.2

  $30 0.15 5.1

Incidence (base 5 2%)

  1% 0.09 a

  4% 0.36 12.6

Effectiveness of vaccine (base 5 90%)

  50% 0.10 a

  100% 0.20 6.4
aSample size too small for meaningful results.

Reference
	 1.	Kirschenbaum HL, Kalis ML. Immunization and other health requirements for students at 

colleges and schools of pharmacy in the United States and Puerto Rico. American Journal of 
Pharmaceutical Education 65:35–40, 2001.

1.	 Complete Title?

2.	 Clear Objective?

Worksheet for Critique of CEA Composite Article 1
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3.	 Appropriate Alternatives?

4.	 Alternatives Described?

5.	 Perspective Stated?

6.	 Type of Study?

7.	 Relevant Costs?

8.	 Relevant Outcomes?

9.	 Adjustment or Discounting?
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10.	 Reasonable Assumptions?

11.	 Sensitivity Analyses?

12.	 Limitations Addressed?

13.	 Generalizations Appropriate?

14.	 Unbiased Conclusions?

Critique of CBA Composite Article 1

  1.	 Complete Title: The title did identify the type of study (CBA), what was being 
assessed (vaccinating for roseolitis), and the population of interest (US senior 
pharmacy students).

  2.	 Clear Objective: The objective of this study was “to conduct an economic 
analysis to determine if requiring all US senior pharmacy students to be vac-
cinated against roseolitis was cost-beneficial.” This was clear.

  3.	 Appropriate Alternatives: This was an example of a “with-or-without” study. 
The alternatives were to implement routine vaccination for every senior 
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pharmacy student versus no vaccinations for this group of students. For other 
vaccination studies, you may see comparisons of vaccinating high-risk popu-
lations versus vaccinating everyone or vaccinations at infancy versus vaccina-
tions as an adolescent or adult. Appropriate epidemiologic literature should be 
cited to validate the choices of alternatives that are most clinically relevant.

  4.	 Alternatives Described: The dosing and scheduling of dosing was not de-
scribed. Readers might assume there was a standard adult dose given to each 
student. If this new vaccine was given at the same time as other vaccines or 
immunizations that the students routinely receive, the administration cost 
might be negligible. The sensitivity analysis using an estimate of $0 for the 
administration fee shows that this fee makes little difference in the results.

  5.	 Perspective Stated: The perspective of the study was explicitly stated as both 
the payer (which included measuring direct medical costs and savings only) 
and that of society (which included indirect, or productivity, savings).

  6.	 Type of Study: The study was correctly identified as a CBA because outcomes 
were valued in monetary units as cost savings. Some researchers would not 
consider the calculations of only direct medical costs and saving as a complete, 
or true, CBA because intangibles and indirect costs were not included.

  7.	 Relevant Costs: It may become more complex to answer this question about 
CBAs because both inputs and outcomes are measured in dollars. Input costs 
(left-hand side of pharmacoeconomic equation; Fig. 1.1 in Chapter 1) of the 
vaccination program included the cost of the vaccine and the cost of admin-
istering the vaccine: these are appropriate input costs. Costs to treat any side 
effects from the vaccine (e.g., redness at site of injection) might have also been 
included. The authors should have mentioned why these were not included 
(maybe they were rare or mild). Other costs differences, such as treating sec-
ondary infections, were categorized as outcome-related costs savings, or ben-
efits (right-hand side of PE equation), and are addressed by the next question.

  8.	 Relevant Outcomes: Outcomes of the vaccine were measured by subtracting the 
estimated number of health consequences expected with the vaccine from the ex-
pected number without the vaccine. The direct medical costs of treating  the 
disease ($60) and treating the secondary infection ($3,000) were multiplied by 
the number of events avoided as a result of the vaccine. Indirect, or productivity, 
savings were estimated using the HC approach ($3.2 million per life saved). In-
tangible costs of pain and suffering and lost productivity for the recovery period 
were not measured. The time period for data estimation was appropriate.

  9.	 Adjustment or Discounting: All direct medical costs were valued in 2013 US dol-
lars. Discounting was used when estimating the value of a pharmacy student’s 
life by determining the net PV of future earnings by the student (indirect benefit).

10.	 Reasonable Assumptions: Because much of the data were not available, many 
assumptions were made to estimate the B/C ratios. The incidence in this popu-
lation was assumed to be double the rate of the general population. Based on 
other similar diseases, this seems reasonable. All costs and consequences of 
those that survived the disease were assumed to occur in a 1-year time period. It 
is probable that protection against the new disease from the vaccine lasted for 
more than 1 year, so savings from future benefits may have been underestimated.
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11.	 Sensitivity Analyses: Sensitivity analyses were conducted for the cost of the vac-
cine and its administration, the efficacy rate of the vaccine, and the incidence 
of the disease in the senior pharmacy student population. Sensitivity analyses 
were not conducted on the percentage that had a secondary infection as a result 
of the disease, the percent of deaths due to the secondary infection, or the value 
of a life. From the societal perspective, the biggest factor in the calculations was 
the value attributed to saving a life. If even one life was saved, the benefits were 
valued at more than six times the cost. On the other hand, for a wide range of 
assumptions, vaccination was not cost-beneficial from a payer’s perspective.

12.	 Limitations Addressed: The authors did not directly address any limitations. 
Because much of the information used in the equations was not available for the 
new vaccine, this should have been stated in the limitations. The small sample size 
was another limitation. When sensitivity analyses were conducted on this small 
sample, some calculations were not realistic. Intangible costs, such as pain and 
suffering, were not included in this analysis. If the authors had used a WTP tech-
nique, the students may have been willing to pay the whole amount of the vaccine 
to reduce the probability of becoming sick. If this was the case, the benefit-to-cost 
ratio may have been higher than one without including the HC valuations.

13.	 Generalizations Appropriate: The authors did not try to extrapolate beyond 
the population of interest or the year of the study (senior US pharmacy stu-
dents in 2013).

14.	 Unbiased Conclusions: The authors maintain that even when direct medical 
savings are less than direct medical costs, payers still consider the intervention 
and weigh other factors into their decision. If the readers accept that one life 
would be saved per year as a result of the vaccination of about 8,000 students 
per year, the societal benefits would far exceed the costs of the program.

Composite Article 2: CBA—Alzheimer’s Disease

Title: Willingness to pay for delay in progression  
of Alzheimer’s Disease by Unpaid Caregivers

Background: Alzheimer’s disease (AD) is a 
chronic neurodegenerative disorder involving 
progressive loss of memory and other cognitive 
functions, personality and behavioral changes, 
and ability to carry out usual activities. Over 
time AD leads to a loss of independence and in-
stitutionalization is often required. The cost of 
AD in terms of the burden on family and care-
givers is high. Over 5 million Americans have 
Alzheimer’s disease, treatment costs were esti-
mated at $200 Billion in the US in 2012, and 
unpaid care by relatives and other caregivers 
amounts to another $210 billion (http://www.
alz.org/alzheimers_disease_facts_and_figures.
asp [accessed December 30, 2012]).

Objective: This study aimed to measure the 
cost-benefit of a potential new medication that 
slows the progression of AD, from the perspec-
tive of a nonpaid caregiver.

Methods: In 2012, a sample of 100 staff 
members and 100 professors at a local univer-
sity were recruited to answer a hypothetical 
question about a new (theoretical) AD medi-
cation. The scenario (Exhibit 7.5) included a 
slowing of AD progression with minor, toler-
able, adverse events from the medication. They 
were asked what they would be WTP for year’s 
supply of this medication (assuming it was not 
covered by medical insurance).

http://www.alz.org/alzheimers_disease_facts_and_figures.asp
http://www.alz.org/alzheimers_disease_facts_and_figures.asp
http://www.alz.org/alzheimers_disease_facts_and_figures.asp
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EXHIBIT 7.5

Assume You Are a Caregiver to an Elderly Relative
Starting point
The patient has a diagnosis of mild Alzheimer’s disease plus behavioral and 
psychological symptoms of dementia. He has problems in the following areas: 
decreased knowledge of current and recent events (e.g., not realizing a major 
election is taking place); some deficit in memory of his personal history (e.g., 
forgetting the name of a previous employer); difficulty concentrating; decreased 
ability to travel, handle finances, etc. He shows no problems in the following 
areas: orientation to time and place, recognition of familiar persons and faces, 
and ability to travel to familiar locations. He now requires help with complex 
occupational and social tasks (e.g., handling finances, planning dinner parties) 
but can still survive in the community. When family asks him, he denies that 
anything is wrong. He also shows a flat mood and withdrawal from challenging 
situations. He is generally happy and interested in life.

Likely outcome after 1 year with no treatment
After 1 year, the patient has the following symptoms: The Alzheimer’s disease has 
progressed and he can no longer survive without some assistance. He is now un-
able to recall some major relevant aspects of his current life including his address 
and telephone number, names of his grandchildren and the name of the univer-
sity he graduated from. He always knows his own name and is usually able to 
remember the names of his wife and children. He still retains knowledge of many 
major facts regarding himself and others. He shows some disorientation to time 
(e.g., date, day of the week, season) and to place. He has difficulty counting back 
from 40 by fours or from 20 by twos. He now requires assistance with choosing the 
proper clothing to wear but does not require assistance with toileting or eating. In 
addition, he shows delusion behavior (once or twice daily he accuses his spouse of 
being an impostor or thinks that people are stealing things from him), pacing (he 
frequently walks around the house without purpose), anxiety (several times a day 
he is afraid to be left alone) and inappropriate physical aggression once or twice a 
week. He is frequently up all night and must be supervised carefully.

Likely outcome after 1 year with treatment
The patient is currently receiving treatment for these symptoms. His drug ther-
apy involves taking one tablet once per day. He saw the prescribing physician ev-
ery 2 weeks for a month and then monthly for 3 months, and now he sees him/
her only every 3 months. After taking this medication daily for 1 year, he con-
tinues to show problems in the same areas, but the problems have not progressed. He 
showed an initial improvement and now, 1 year later, is back where he started.

Adverse effects
In addition, the medication makes him feel queasy, unsteady on his feet and dizzy. 
These symptoms make him uncomfortable but he has been tolerating them.

Putting yourself in the place of the patient’s caregiver, what is the total amount you 
would be willing to pay for this treatment for 1 year, taking into consideration these adverse 
effects, to avoid his progressing to the more severe stage?

Adapted from: Wu G, Lanctôt KL, Herrmann N, Moosa S, Oh P. The cost-benefit of cholinesterase inhibitors in mild to 
moderate dementia: A willingness-to-pay approach. CNS Drugs 17(14);1045–1057, 2003.
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Results: The mean yearly WTP for this sce-
nario was $5,000 (95% CI 3,000 to 10,000) for 
staff and $9,000 (95% CI 4,000 to $20,000) for 
professors. If the cost for a new medication that 
met this profile was less than $5,000 per year, 
the majority of caregivers would find it of value.

Limitations: The sample of respondents 
was recruited from one location, and may not 

be representative of the general population. In 
addition, current caregivers might give differ-
ent WTP estimates based on their experiences 
in coping with an AD patient.

Conclusions: Unpaid caregivers would be 
willing to pay a significant amount out of 
pocket to delay the progression of AD.

1.	 Complete Title?

2.	 Clear Objective?

3.	 Appropriate Alternatives?

4.	 Alternatives Described?

5.	 Perspective Stated?

Worksheet for Critique of CBA Composite Article 2
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6.	 Type of Study?

7.	 Relevant Costs?

8.	 Relevant Outcomes?

9.	 Adjustment or Discounting?

10.	 Reasonable Assumptions?

11.	 Sensitivity Analyses?

12.	 Limitations Addressed?
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13.	 Generalizations Appropriate?

14.	 Unbiased Conclusions?

Critique of CBA Composite Article 2

  1.	 Complete Title: Did not use the term cost-benefit analysis, but instead WTP. 
Did not specify a treatment (since it was hypothetical). It did specify that the 
responses were elicited from unpaid caregivers.

  2.	 Clear Objective: “This study aimed to measure the cost-benefit of a potential 
new medication that slows the progression of AD, from the perspective of a 
nonpaid caregiver. This was clear.

  3.	 Appropriate Alternatives: This was an example of a “with-or-without” study. 
The scenario described the progression if the AD patient was not treated ver-
sus if they were treated with the new medication.

  4.	 Alternatives Described: Since the medication is theoretical, it was only de-
scribed as a once a day dose taken orally.

  5.	 Perspective Stated: The perspective of the study was stated as the unpaid care-
giver for a patient with AD. In the scenario presented, both costs and benefits 
of delayed progression would impact the caregiver.

  6.	 Type of Study: The study could be categorized as a CBA because outcomes 
were valued in dollars using a willingness-to-pay technique.

  7.	 Relevant Costs: The only input costs considered were the costs of the new 
theoretical medication. Increased visits to get the medication, and changes in 
utilization of other services were not addressed.

  8.	 Relevant Outcomes: Willingness-to-pay estimates are developed to monetize a 
variety of benefits—including intangible costs/benefits (e.g., increase in adverse 
events and decrease in stress and worry of caring for a patient with AD). To 
what extent the average respondent is able to incorporate all of these outcomes 
into their estimate is a matter of study and debate.
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Questions/Exercises

St. Elsewhere Hospital is considering two alternatives and analyzing their conse-
quences over a 3-year period on the hospital budget.

Alternative A 5 Hire a pharmacist
Alternative B 5 Buy an automated drug delivery system machine
Alternative A’s costs are $80,000 salary plus 20% for fringe benefits per year for 

the next 3 years.
Alternative A’s savings are $120,000 per year for the next 3 years.
Alternative B’s costs for the automated system are $200,000 for the first year, 

$30,000 for the second year, and $30,000 for the third year.
Alternative B’s savings are $100,000 per year for each of the 3 years.
Assuming a 5% discount rate, calculate:

1.	 The net benefit of hiring a pharmacist

  9.	 Adjustment or Discounting: Since respondents were asked to estimate their 
WTP for only 1 year, neither adjustment nor discounting was needed.

10.	 Reasonable Assumptions: The main assumptions included (1) the scenario 
described the most salient aspects of the treatment (2) such a treatment 
could be developed, and (3) respondents accurately estimated the value of this 
treatment.

11.	 Sensitivity Analyses: WTP differed by job category of respondent. Professors 
indicated a higher WTP value than university staff. It has been noted that 
higher income of respondents may correlate with a higher WTP estimate. It 
would have been useful to recruit respondents with experience caring for a 
patient with AD in order to compare their responses to those without this 
experience.

12.	 Limitations Addressed: As stated, the convenience sample chosen limits gen-
eralization, and lack of respondents with experience may reduce validity of 
estimates.

13.	 Generalizations Appropriate: As stated in the limitations, because respon-
dents were recruited from only one location, generalization may not be 
appropriate.

14.	 Unbiased Conclusions: It depends on the strength of the WTP methodology as 
to whether these conclusions are valid. More information on how the scenario 
was developed, and more testing in different populations would strengthen the 
findings. 
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2.	 The net benefit of the automated system

3.	 The benefit-to-cost ratio for hiring a pharmacist

4.	 The benefit-to-cost ratio for the automated system

Which option, alternative A or alternative B, would be chosen based on the 
following:

5.	 The net benefit calculations? Why?

6.	 The benefit-to-cost ratios? Why?
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Health-Related Quality of Life: 
Health Status Measures*

Objectives
Upon completing this chapter, the reader will be able to:

1.	 Define the term health-related quality of life (HRQoL).

2.	 Explain the importance of measuring HRQoL.

3.	 Compare and contrast the use of HRQoL (i.e., nonutility) 
measures with the use of direct elicitation utility measures 
(e.g., standard gamble, time tradeoff) and indirect elicitation 
preference-based classification systems (e.g., SF-6D, EQ-5D).

4.	 Compare and contrast generic measures with disease-specific 
measures.

5.	 Understand the methods for assessing the psychometric 
properties of HRQoL instruments, such as reliability, 
validity and responsiveness.

6.	 Give examples of common HRQoL measures and discuss 
their use in pharmacoeconomic research.

7.	 Give examples of common preference-based classification 
systems, and discuss their use in pharmacoeconomic research.

8.	 Discuss the interest by the Food and Drug Administration 
(FDA) in patient-reported outcomes (PROs) and their relation-
ship to HRQoL measures.

*This chapter was originally adapted with permission from Vincze G, Rascati K, Vincze Z. Health-related quality 
of life. In Vincze Z (ed). Introduction of Pharmacoeconomics. Budapest, Hungary: Medicina Publishing House, 2001.

Chapter  8
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✦ Definitions

It may be helpful to distinguish between the terms quality of life (QoL) and 
health-related quality of life (HRQoL). The first term, QoL, is a broad concept 
with many aspects that measures people’s overall perception of their life. QoL 
includes both health-related and non–health-related aspects of their lives (e.g., 
economical, political, cultural). HRQoL is the part of a person’s overall QoL that 
“represents the functional effect of an illness and its consequent therapy upon a 
patient, as perceived by the patient.”1 In health-related research and articles, the 
term QoL is often used interchangeably with the term HRQoL, and both might be 
used to indicate the narrower definition pertaining to a person’s health.

Importance

The use of HRQoL measures has been increasing since the mid-1980s. Tradition-
ally, health has been considered from a biomedical point of view. From this view-
point, emphasis is placed on activities associated with repairing injury and reducing 
the impact or length of illness. Although this approach is essential, it does not en-
compass all of the aspects that are important to health. A broad definition of health 
proposed by the World Health Organization more than 50 years ago is: “Health is a 
state of complete physical, mental and social well-being and not merely the absence 
of disease or infirmity.”2 Many health care providers and health services researchers 
have adopted this expanded view of health and now include measures of the overall 
impact of diseases and their treatments. In addition to physical functioning, the 
overall concept of HRQoL includes other aspects of health, called domains, such 
as psychological and social functioning, that are important to the patient. HRQoL 
instruments can be used to detect otherwise undiagnosed or undetected diseases 
such as depression.

✦ HRQoL Measures versus Utility Measures

Table 8.1 summarizes three overarching methods used to measure health states: 
utility measures, HRQoL measures, and preference-based classification systems.

Utility Measures

In Chapter 6, methods such as the standard gamble (SG) and time tradeoff 
(TTO) were described. These methods are used to estimate the utility or values 
that individuals assign to different health states. In both cases, scenarios specific 
to the study are developed, and face-to-face interviews are conducted to observe 
when the individual is indifferent between a gamble (e.g., live with disease A until 
death or receive an intervention which can cure or kill you immediately with prob-
ability p) or a tradeoff (live with disease A until death or live a few years less but in 
a better health state), and as such, these are termed preference-based or choice-
based measures. These methods are used to estimate a number between 0 and 1 
(the utility value) that is multiplied by the length of time in each health state to 
represent the combined impact of morbidity and mortality outcomes in a linear 
fashion—usually by calculating quality-adjusted life years (QALYs). Respondents 
(e.g., the general population, patients with a specific disease, providers) are asked 
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Table 8.1. Comparison of Health Measures

Utility Measures HRQoL Measures
Preference-Based  
Classification Systems

Other 
designations

Direct elicitation Nonutility Indirect elicitation

Multi-attribute

More 
information

Chapter 6 Tables 8.3 and 8.5 Table 8.7

Examples Describe health states 
then use one of these to 
estimate utility value:

Standard gamble

Time tradeoff

Rating scale

Generic Instruments:

SF-36

SF-12 

Disease-specific 
instruments:

FACT

AIMS

Generic classification 
systems:

SF-6D

EQ-5D

HUI3

Range of scores 0–1.0d Each instrument gives 
multiple scores per 
respondent

Each instrument has dif-
ferent ranges/scoring

0–1.0d

Whose 
preference?

Societal Not preference-based-
Measure of patient 
health

Societale

aRefer to Chapter 6.
bRefer to Tables 8.3 and 8.5.
cRefer to Table 8.7.
dIf worse than death can be <0.
eAlgorithm based on population preferences used to weight summary scores of health states to obtain utility value.

to imagine possible health states and record their scores to reflect their prefer-
ences for these various scenarios. These estimates are then used as a special type 
of effectiveness measure in the denominator when calculating average cost-utility 
and marginal cost-utility ratios. Collecting and estimating utility estimates via 
these methods is time-consuming and resource-intensive.

HRQoL Measures

Another technique used to measure the effects of treatments and diseases from 
a patient’s viewpoint is to use HRQoL measures. These have also been termed 
nonutility or nonpreference measures.3 HRQoL measures are generally used 
to represent a patient’s estimation of his or her own health at a point in time. 
HRQoL is measured from the patient’s viewpoint. Respondents to a health status 
assessment survey might be the patient, the patient’s relatives or caregivers, or 
the patient’s health care providers, but these questionnaires should always be 
answered from the patient’s standpoint. Most HRQoL surveys are multidimen-
sional and do not result in one overall score (as with utility measures), but instead 
include many scores for each patient based on different aspects, or domains, of 
the patient’s health (e.g., a separate mental health score and physical health score 
for each respondent). Examples of these domains are given later in this chapter. 
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It is more difficult to use results from multidimensional health status measures 
in pharmacoeconomic ratios because measurement of the outcome (i.e., effective-
ness) consists of more than one score to represent different aspects of the disease, 
and the range of possible scores differ between the variety of health status instru-
ments (surveys) available, complicating interpretation issues.

To provide an assessment of a patient’s HRQoL, researchers can either select 
tools that focus on general health status using generic measures, or choose tools 
that focus on specific aspects of the disease under study using disease-specific 
measures. For a comprehensive picture of a patient’s HRQoL, it is often desirable to 
include a combination of both types of assessment tools, the generic (general) health 
and the disease-specific instruments. Table 8.2 lists advantages and disadvantages of 
generic versus disease-specific health status measures. A source of information on 
various measures can be found on the PROQOLID (Patient-Reported Outcome and 
Quality of Life Instruments Database) Website at http:/www.proqolid.org.

General or Generic Measures

The advantage of generic health status instruments is that scores can be com-
pared for many disease states and conditions. On the other hand, general measures 
may not be sensitive to clinically relevant differences for every disease or condi-
tion. Examples of generic health status instruments are found in Table 8.3, and 
some questions from the Medical Outcomes Study Short-Form 36 (MOS-SF-36) 

Type Advantages Disadvantages

Generic or general Broadly applicable May not be responsive to 
changes in health

Summarizes range of concepts May not be relevant for specific 
populations

May detect unanticipated 
effects

Results may be difficult to 
interpret

Disease-specific More relevant for specific 
populations

Cannot compare across 
populations

More responsive to changes 
in health

Less likely to detect unanticipated 
effects

Source: Adapted from Patrick DL, Erickson P. Health Status and Health Policy: Quality of Life in Health Care Evaluation and 
Health Resource Allocation. Oxford: Oxford University Press, 1993:114.

Table 8.2. Generic versus Disease-Specific 
Instruments

General Health Status Instruments

Medical Outcome Study Short-Form Health Surveys (MOS-SF)4–7 (includes SF-12, SF-36, and 
SF-36 Version 2)

Quality of Well-Being (QWB) Scale22

Sickness Impact Profile (SIP)23

Dartmouth COOP24

Table 8.3. Examples of General HRQoL measures

http://www.proqolid.org
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Vitality Domain

Answer choices are (1) all of the time, (2) most of the time, (3) a good bit of the time, (4) some of 
the time, (5) a little of the time, and (6) none of the time

Questions: How much of the time during the past 4 weeks:

Q9a. Did you feel full of pep? [reverse wording − higher score 5 lower HRQoL]

Q9e. Did you have a lot of energy? [reverse wording − higher score 5 lower HRQoL]

Q9g. Did you feel worn out?

Q9i. Did you feel tired?

Role—Emotional Domain

Answer choices are (1) yes and (2) no.

Questions: During the past 4 weeks, have you had any of the following problems with your work 
or other regular daily activities as a result of any emotional problems (such as feeling depressed 
or anxious)?

Q5a. Cut down on the amount of time you spent on work or other activities

Q5b. Accomplished less than you would like

Q5c. Did work or other activities less carefully than usual
SF-36v2(tm) Health Survey 1996, 2000 by QualityMetric Incorporated. All rights reserved. SF-36v2™ is a trademark of 
QualityMetric Incorporated.
Reprinted with permission from Ware JE, Kosinski M, Dewey JE. How to Score Version 2 of the SF-36® Health Survey. 
Lincoln, RI: QualityMetric Incorporated, 2000. Available at http://www.sf-36.org.

Table 8.4. Examples of Items from the SF-36 General 
HRQoL Instrument

generic survey are listed in Table 8.4. Because the SF-36 is the most common 
generic HRQoL instrument used in the United States, more detailed information 
is provided for this survey.

The Medical Outcomes Short-Form Surveys

The SF-36 (the short form of the Medical Outcomes Survey that consists of 
36 items) is a multipurpose survey of general or generic health status. It was con-
structed to fill the gap between much more lengthy surveys and relatively coarse 
single-item measures.4–7 The SF-36 yields a profile of eight concepts as well as 
summary physical and mental health measures (see the Questions/Exercises sec-
tion for a list of these domains and population norms). The SF-36 also includes 
a self-evaluation of change in health during the past year. Both standard (4-week) 
and acute (1-week) recall versions have been published. The SF-36 has proven 
useful in comparisons of relative burden of different diseases, and preliminary 
results suggest that it may also be useful in estimating the relative benefits of 
different treatments.

A slightly different newer version (version 2) and a shorter version consisting of 
12 questions (the SF-12) have also been developed. The goal of creating the SF-12 
was to be brief enough for practical use yet encompass the important physical and 
mental measures of the full SF-36. Online information about the SF-36 and SF-12 
can be found at http://www.sf-36.org and http://www.qualitymetric.com. Develop-
ment of algorithms to estimate a single score, the SF-6D will be discussed later in 
the chapter.

http://www.sf-36.org
http://www.sf-36.org
http://www.qualitymetric.com
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Disease-Specific Measures

It is often necessary to focus on the impact that a certain disease or condition has 
on patients, and general health status tools may be inadequate for providing this 
information. In this case, condition- or disease-specific measures are often used to 
collect more narrowly focused patient views on the impact of the disease. Examples 
of specific areas investigated with disease-specific questionnaires include sexual 
functioning for erectile dysfunction treatment, nausea and vomiting for cancer 
treatment, and range of movement for arthritis treatment. Examples of disease-
specific health status instruments are found in Table 8.5, and some questions from 
Juniper’s Asthma Quality of Life Questionnaire8 are listed in Table 8.6.

✦ Domains of Health Status

Four essential dimensions, or domains, should be included in all HRQoL instru-
ments: physical functioning, psychological functioning, social and role function-
ing, and general health perceptions. Examples of other less common domains 
included in some instruments are economic or vocational status and religious or 
spiritual status. For readers to better understand the types of questions and do-
mains included, it is recommended that they complete one of the general HRQoL 

Hypertension

•  Physical Symptoms Distress Index (PSDI)25

•  The Subjective Symptom Assessment Profile26

Benign Prostatic Hyperplasia

•  American Urological Association Symptom Index (AUASI)27

•  BPH Impact Index28

Asthma and Allergy

•  Living with Asthma Questionnaire29

•  Life Activities Questionnaire for Adult Asthma30

Diabetes Mellitus

•  Diabetes-Specific QoL Instrument (DQOL)31

Cancer

•  Functional Assessment of Cancer Therapy (FACT)32

•  Clinically Developed Psychosocial Assessment (CDPA)33

Chronic Rheumatic Disorders

•  Arthritis Impact Measure Scale (AIMS)34

•  Toronto Functional Capacity Questionnaire35

AIDS

•  Functional Assessment of HIV Infection (FAHI)36

•  HIV Patient-Reported Status and Experience Scale (HIV-PARSE)37

•  AIDS Health Assessment Questionnaire (AIDS-HAQ)38

Table 8.5. Examples of Disease-Specific HRQoL 
Measures
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Activities Domain

How limited have you been during the past 2 weeks in these activities as a result of your asthma?

Question 1. Strenuous activities (e.g., hurrying, exercising, running upstairs, sports)

Question 3. Social activities (e.g., talking, playing with pets or children, visiting friends or 
relatives)

Response choices are (1) totally limited, (2) extremely limited, (3) very limited, (4) moderate limita-
tion, (5) some limitation, (6) a little limitation, and (7) not limited at all

Symptoms Domain

Question 6. How much discomfort or distress have you felt over the past 2 weeks as a result of 
chest tightness?

Response choices are (1) a very great deal, (2) a great deal, (3) a good deal, (4) a moderate 
amount, (5) some, (6) very little, and (7) none

Question 20. In general, how much of the time during the past week did you wake up in the 
morning with asthma symptoms?

Response choices are (1) all of the time, (2) most of the time, (3) a good bit of the time, (4) some 
of the time, (5) a little of the time, (6) hardly any of the time, and (7) none of the time

Reprinted with permission from Elizabeth Juniper. Juniper EF, Guyatt GH, Ferrie PJ, Griffith LE, et al. Measuring quality of life 
in asthma. American Review of Respiratory Diseases 147(4):832–838, 1993. The questionnaire and more information 
are available from http://www.qoltech.co.uk/Asthma1.htm

Table 8.6. Examples of Items from the Asthma  
Quality-of-Life Questionnaire (AQLQ©)

surveys such as the SF-36 or SF-12, which are available online. (See the Questions/
Exercises section at the end of this chapter.)

Physical Functioning

Physical functioning questions capture information on the observable limitations 
or disability experienced by the patient over a defined period of time. Physical func-
tioning covers a broad range of topics, including activities of daily living (e.g., can 
patients dress themselves?), energy level, confinement because of health problems, 
and bodily pain.

Psychological (Mental) Functioning

Psychological functioning refers to psychological distress that can be the conse-
quence of a disease or a side effect of a treatment. Anxiety, depression, nervousness, 
moodiness, life satisfaction, and cognitive functioning are all measures of mental 
health or psychological functioning.

Social or Role Functioning

Social functioning is defined as the ability to develop, maintain, and nurture so-
cial relationships. Social functioning addresses both the participation in social 
interactions and the satisfaction derived from these interactions. Role function-
ing questions apply to the patient’s duties and responsibilities that are limited 
by health. The effect of a person’s health on his or her ability to work, perform 
household duties, or complete schoolwork is covered by this concept. Both role 

http://www.qoltech.co.uk/Asthma1.htm
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functioning and social functioning can be affected by physical or psychological 
limitations.

General Health Perception

General health perception questions elicit patients’ overall beliefs and evalua-
tions about their health. Questions are included that relate to both patients’ 
perceptions about their current health status and their expectations for their 
future health.

✦ Assessing HRQoL Instruments

Similar to utility measures, assessments using HRQoL measures may be viewed 
cautiously by prescribers or decision makers who have been trained to collect and 
interpret “hard, objective” data, such as blood pressure measurements, radiogra-
phy results, and blood concentrations of biologic markers. Patient-based assess-
ments of pain, depression, or anxiety are examples of important outcomes that are 
more subjective in nature. Therefore, it is important to assess the psychometric 
properties of these HRQoL instruments, including consistency (i.e., reliability), 
precision (i.e., validity), and their ability to measure meaningful clinical changes 
(i.e., responsiveness).

Reliability

Reliability refers to the consistency of an instrument. For example, does the instru-
ment produce the same score on multiple administrations? The three common 
types of reliability measures are test–retest reliability, internal consistency, and 
interrater reliability.

Test–retest reliability assesses the similarity of health status scores over time 
when no changes in health have occurred. In other words, if the same person com-
pletes an HRQoL instrument and then retakes the same survey at a later time, if the 
person’s health status has not changed, his or her scores from both times should 
be similar (i.e., consistent).

Internal consistency reliability is a measure of the correlation (agreement) 
between responses to questions within the same domains. For example, consider 
Q9g and Q9i in Table 8.4. If these two items are measuring the same aspect (i.e., 
domain) of health—in this case, “vitality”—these questions should elicit similar an-
swers from the respondent. If the respondent replied that he or she “is worn out” 
none of the time (score 5 6), it is logical that this person would likely answer that 
he or she “feels tired” none of the time (score 5 6).

Interrater reliability calculates the agreement between two respondents when 
assessing the health status of the same patient. For example, if a young boy has 
attention deficit hyperactive disorder (ADHD), both his mother and his teacher 
might be asked to complete the same health status instrument to assess the impact 
of ADHD on this boy’s HRQoL. A comparison of the scores from these two respon-
dents indicates the level of interrater consistency or agreement. For most HRQoL 
studies, only the patient completes the questionnaire, so interrater reliability is not 
commonly seen in this type of research.

Note that an instrument can be tested and found to be reliable (i.e., it elicits 
similar scores on readministration) yet imprecise (not valid). In other words, scores 
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Not reliable and
not valid

Reliable but
not valid

Reliable and
valid

x

x
x

x

x
x

xx
xx

xxxx
x

calculated using an HRQoL instrument might be reliably (consistently) wrong. If a 
physician’s office had a scale to measure patients’ weights, and this scale indicated 
a weight for each patient that was exactly 25 lb lower than each person’s actual 
weight, this scale would be considered to be reliable (consistent from visit to visit) 
but not valid (wrong estimation of patients’ true weights). Figure 8.1 illustrates the 
difference between the terms reliability and validity.

Validity

Validity studies are necessary to evaluate whether the scores elicited from the 
instruments truly represent the underlying constructs (aspects) of HRQoL. In other 
words, the purpose of validity assessment is to determine whether the instrument is 
actually measuring what it is supposed to be measuring. Validity refers to the extent 
to which differences in patients’ scores reflect the differences among individuals 
that the test developer sought to measure. Keep in mind that for an instrument to 
be valid, it must first be reliable (consistent) (see Fig. 8.1). If researchers do not get 
reliable (similar) results upon readministration, they cannot assess whether these 
results actually measure the underlying concept. The validity of an instrument is 
much more difficult to assess than its reliability. Three common types of validity 
assessments are content validity, criterion validity, and construct validity.

Content validity pertains to whether the HRQoL instrument offers an adequate 
representation of the relevant variables of interest. Content validation requires the 
existence of a standard against which one can compare the concepts. Standards can 
be based on well-accepted theoretical definitions, on existing accepted standards, 
or from interviews of those who have experiences with the types of problems under 
study (e.g., patients with the disease or condition, caregivers, heath care providers). 
Sometimes content validity is referred to as “face” validity. Upon surface inspec-
tion, does the content of the items seem complete and relevant to what is meant 
to be measured?

Criterion validity demonstrates that HRQoL scores are systematically related to 
one or more external outcome criteria. This is sometimes called “predictive” validity 
in that instrument scores correlate with, or predict, health outcomes. Examples of 
the relationships of HRQoL scores with external evidence (criteria) include high 

FIGURE 8.1.  This figure uses three targets to indicate how accurate the scores (bullets) are 
to the real measure of the domain or construct (bulls-eye or center of target). The left target 
illustrates scores that are neither reliable (consistent) nor valid (precise). The middle target illus-
trates the concept of scores that are reliable but not valid. The bullets tend to hit the same area 
every time, but they are not near the center of the target. The right target illustrates scores that 
are both reliable and valid—the score is consistently near the center of the target.
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HRQoL scores (indicating good health) and low use of medical services; and low 
HRQoL scores (indicating poor health) predicting higher rates of mortality in the 
following year.

Construct validity is a more abstract and complex concept. A theoretical or con-
ceptual framework should underpin the development of any HRQoL instrument. 
The ideas (i.e., constructs) under investigation are often an interlocking set of 
propositions, assumptions, and variables. When construct validation is used, both 
the HRQoL instrument and the underlying theory must be evaluated. Convergent, 
discriminant, and known-groups validity may be used to assess construct validity. 
Convergent validity tests determine if the use of different measures of the same 
construct provides similar results. For example, the scores of the mental health 
domain (component) of a common generic HRQoL instrument should correlate 
with those of a disease-specific instrument developed to assess mental health. 
When more than one method of data collection (e.g., face-to-face interview, phone 
interview, e-mail survey) has been used to measure the same construct, they can be 
compared with measure convergent validity.

Discriminant validity examines whether these different measures and their 
underlying construct can be differentiated from other constructs. For example, 
researchers do not expect a measure of physical functioning to be highly related to 
mental functioning.

Known-groups validity assesses the differences between two patient groups 
known or theorized to differ in some way. For example, if a survey was developed 
to measure anxiety related to childbirth, researchers might expect a higher level 
(score) of anxiety for first-time mothers than in women who already gave birth to 
other children.

When enough evidence has been accumulated to show that an instrument re-
flects the health concept intended to be measured and that it does not measure 
other unintended concepts, researchers say that a HRQoL instrument has been 
“validated.” However, the process of validation continues as long as new informa-
tion is produced about the interpretation and meaning of scores.

Responsiveness

The responsiveness of an HRQoL instrument refers to its ability to detect changes 
in health status. This includes the instrument’s ability to not only show numerical 
differences in scores between patients in dissimilar health states but to also detect 
changes in a patient’s health over time when his or her health status changes. 
Intertwined with the assessment of responsiveness is the question of what change 
in score constitutes a clinical difference, sometimes referred to as the minimally 
important difference (MID). Research on the MID for some HRQoL instruments 
has been published. For example, when scoring items from an asthma question-
naire that uses 7-point response options, a mean change of 0.5 has been shown to 
represent a minimal clinical difference, 1.0 represents a moderate change, and 1.5 
represents a large change in HRQoL.9

Other Assessment Issues

HRQoL instruments must contain a sufficient number of questions to adequately 
measure the domains of interest, but they must also be short enough to be 
practical (e.g., not be a burden to the respondents). Researchers must find a balance 
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between obtaining the needed information and minimizing respondent burden. 
Other issues to be considered when choosing, developing, and assessing HRQoL 
instruments include the applicability of the domains measured to the research 
question(s), the ease of its use, and the resources needed to obtain responses.

✦ Pharmacoeconomics and HRQoL Measures

As mentioned earlier in this chapter, HRQoL measures usually result in multiple 
scores per respondent that correspond to different domains, or dimensions, of 
a person’s health. It is possible that treatment A may be more effective on some 
dimensions of health, but treatment B may be more effective on others. In addition, 
the range of possible scores varies by HRQoL instrument, and these scores may not 
be mathematically linear. These features make it difficult to use HRQoL scores 
when calculating pharmacoeconomic ratios, which mathematically compute the 
change in costs divided by the change in outcomes. There are a few scenarios using 
HRQoL scores that would indicate cost-effectiveness. If the costs of a treatment are 
the same or lower than the alternative treatment and show superior improvement 
on at least one dimension and are no worse on any other dimensions, researchers 
can claim cost-effectiveness. For other scenarios, cost-consequence tables might 
be presented instead. For each treatment option, costs are listed in one column, 
and consequences (measured as scores or score differences from baseline) for each 
domain are listed in another column, but no ratios are calculated.

✦ Preference-based Classification Systems

Preference-based classification systems consist of a hybrid of the utility and 
HRQoL methods for assessing health. As mentioned earlier, direct elicitation of 
utility or preference-based values (e.g., using the SG or TTO technique) can be 
time- and resource-intensive, while HRQoL instruments (e.g., the SF-36) do not 
allow for the calculation of one summary utility score that can be used to calcu-
late pharmacoeconomic ratios. As an alternative option, indirect preference-based 
classification systems, based on a multi-attribute approach, have been developed 
in order to provide utility value estimates (ranging from 0 to 1.0) based on math-
ematical algorithms using predeveloped (i.e., less resource-intensive) instruments. 
Scores are based on self-assessed health status (as with HRQoL measures) but val-
ued using community or general population weights. In the Questions/Exercises 
section of this chapter, you are asked to indicate your current health state based 
on five dimensions, and then look up the value of this health state using a table 
of US population norms. Table 8.7 compares characteristics of the three most 
commonly used preference-based classification systems: the EuroQol 5D (EQ-5D), 
the Short-Form 6D (SF6D), and the Health Utilities Index 3 (HUI3).

The EuroQol 5D (EQ-5D) includes five domains/dimensions: mobility, self-
care, usual activity, pain/discomfort, and anxiety/depression, each with three levels 
of functioning (1 5 no problems, 2 5 moderate problems, 3 5 extreme problems), 
producing a total of 243 possible health states (245 when the states “unconscious” 
and “immediate death” are added for completeness).10 Specific questions and scor-
ing are included in the Questions/exercises portion of this chapter. Because only 
three levels are used for each of the five domains, critics have pointed out that 
a high percent of respondents choose “11111” (no problems on any of the five 
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Table 8.7. Preference-Based Classification Systems
Classification System SF-6D (from SF-36) EQ-5D HUI3

Dimensions (number of levels)a

Physical (6) Mobility (3) Ambulation (6)

Mental health (5) Anxiety/depression (3) Emotion (5)

Bodily pain (6) Pain/discomfort (3) Pain (5)

Social functioning (5) Usual activities (3) Cognition (6)

Role limitations (4) Self-care (3) Dexterity (6)

Vitality (5) Hearing (6)

Speech (5)

Vision (6)

Number of possible health states 18,000 243 972,000

Elicitation technique Standard gamble Time tradeoff/rating scale Standard gamble

Country where developed United States United Kingdom Canada

Possible range of scores 0.296 to 1.0 −0.11 to 1.0 −0.36 to 1.0

Ceiling effect (percent with score 
of 1.0)b (%)

4.3 36.2 11.4

Average time to administerb 7.9 minutes 1.9 minutes 3.4 minutes

Minimal important difference 
(MID)c

0.027 0.040 US / 0.082 UK 0.032

Mean (SD) scores—selected 
studiesd

General US population NA 0.87 (0.13) 0.81 (0.38)

General UK population 0.80 (0.15) 0.84 (0.23) NA

General Canadian population NA 0.83 (NR) 0.85 (NR)

Hearing impaired 0.77 (0.08) 0.79 (0.23) 0.56 (0.15)

Spine disorders 0.57 (0.12) 0.39 (0.33) 0.45 (0.27)

Macular degeneration 0.66 (0.14) 0.72 (0.22) 0.34 (0.28)

Rheumatoid arthritis 0.63 (0.24) 0.66 (0.13) 0.53 (0.29)
aLuo N, Wang P, Fu AZ, Johnson JA, Coons S. Preference-based SF-6D scores derived from the SF-36 and SF-12 have different discriminative 
power in a population health survey. Medical Care 50(7):627–632, 2012.
bFryback D, Dunham N, Palta M, Hanmer J, Buechner J, Cherepanov D, Kind P. US norms for six generic health-related quality-of-life indexes from 
the National Health Measurement study. Medical Care 45(12):1162–1170, 2007.
cLuo N, Johnson J, Coons S. Using instrument-defined health state transitions to estimate minimally important differences for four preference-based 
health-related quality-of-life instruments. Medical Care 48(4):365–371, 2010.
dMcDonough CM, Tosteson A. Measuring preferences for cost-utility analysis: How choice of method may influence decision-making. Pharmaco-
economics 25(2):93–106, 2007.
NA 5 Not available; NR 5 Not reported ; SF = Short-Form; EQ = Euroquol; HUI = Health Utilities Index.

domains) to describe their current health state, and thus receive a utility score of 
1.0. This issue is referred to as a “ceiling effect,” which decreases differentiation 
between respondents in good (but not perfect) health. As a result, the EQ-5D index 
scores for healthier patients are, on average, higher compared with other meth-
ods of estimating utility values (e.g., compared with the SF-6D scores). Testing 
is currently being conducting on a newer version, the EQ-5D-5L, using five levels 
of functioning (1 5 no problems, 2 5 slight problems, 3 5 moderate problems, 
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4 5 severe problems, 5 5 extreme problems) in order to improve the sensitivity of 
the instrument to differences in health states.11

The Short-Form 6D (SF-6D) is an indirect utility measure developed by Brazier 
and colleagues using responses from the SF-36 and SF-12 HRQoL measures.12,13 
The current version includes dimensions of physical functioning, role limitations, 
social functioning, pain, mental health, and vitality, each with four to six levels 
of functioning and altogether producing a total of 18,000 possible health states. 
Although the ceiling effect is less of an issue for the SF-6D than the EQ-5D (i.e., 
higher scores for healthy respondents from EQ-5D than SF-6D) it has been noted 
that scores obtained for less healthy respondents are, on average, higher when cal-
culated using the SF-6D compared with the EQ-5D.

The Health Utilities Index (HUI) was developed in Canada. The most recent 
version, the HUI3 includes eight attributes: vision, hearing, speech, ambulation, 
dexterity, emotion, cognition, and pain, with five or six functioning levels per at-
tribute. The ceiling effect is less of an issue for the HUI3 than the EQ-5D, but more 
of an issue than for the SF-6D. For respondents with at least one medical condi-
tion, the HUI3 scoring values are, in general, lower than the scoring values for the 
EQ-5D.14

Recent research has focused on disease-specific or condition-specific preference-
based measures (CSPBMs) in order to provide utility estimates that may be more 
relevant in some conditions than generic preference-based methods.15,16

The appeal in using utility weights, and thus QALYs, as a measure of effective-
ness in economic evaluations is in the comparability across different conditions/
diseases. It has been shown that different algorithms used by researchers to pro-
duce a single utility score provide estimates that are not always comparable, and 
the difference in methods may lead to different economic conclusions, so caution 
is warranted.17,18

✦ Patient-Reported Outcomes

In 2009, the FDA provided guidance that described current thinking on how the 
FDA evaluates PROs instruments used in clinical trials to measure treatment 
benefit. This document defines a PRO as “the measurement of any aspect of a 
patient’s health status that comes directly from the patient.”19 The document gives 
specific examples of concepts related to treatment benefit that might be measured 
by PRO instruments from individual symptoms (e.g., pain, seizure frequency) to 
the overall impact of a condition (e.g., depression, asthma) to feelings about the 
condition (e.g., worrying about getting worse, feeling different from others). An-
other US governmental agency, the National Institutes of Health (NIH), developed 
the Patient-Reported Outcomes Measurement Information System (PROMIS) as 
a way to provide assessment of and access to PRO measures that can be used by 
clinicians and researchers (http://www.nihpromis.org). PROs are not routinely col-
lected in routine practice due, in part, to time and logistic concerns, but improved 
technology may make PRO collection more practical in the future.20,21

Some HRQoL instruments can be used to measure PROs, but the terms PRO 
and HRQoL are not interchangeable. Some PRO measures are more narrowly fo-
cused than HRQoL instruments and may be developed to elicit responses for only 
one domain or dimension of the treatment benefit, and some HRQoL instruments 
may be too broad or insensitive to adequately measure the treatment benefit of 
clinical interest.

http://www.nihpromis.org
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Summary

HRQoL instruments attempt to scientifically quantify individuals’ perceptions of the 
consequences of diseases and their treatment. These are nonutility, nonpreference- 
based measures, which reduces their use in economic ratio calculations, but in-
stead provide domain-specific information on health status. HRQoL instruments 
can measure generic or overall health perceptions or be more narrowly focused on 
outcomes specific to a disease state or condition. Many researchers use a combina-
tion of these two approaches. HRQoL questionnaires should measure at least four 
dimensions, or domains, of a person’s health: physical functioning, psychological 
functioning, social or role functioning, and general health perceptions. Instru-
ments should be assessed to determine their reliability (consistency), validity (pre-
cision), and responsiveness to clinical differences or changes.

Research continues on using indirect elicitation, preference-based classifica-
tion systems to transform multidimensional scores from HRQoL instruments 
into a single summary utility score so that cost-utility ratios can be calculated. The 
development of FDA guidelines and NIH assessment initiatives for PROs collected 
during clinical trials point to the importance of continued research in measuring 
all aspects of health.

Note: A special supplement appeared in the American Journal of Health-Systems Pharmacy on September 15, 2006. The supple-
ment contains five articles on current treatments for rheumatoid arthritis (RA). In addition, a summary of cost analyses of 
medications used to treat RA is available: See Bansback NJ, Regier DA, Ara R, et al. An overview of economic evaluations for 
drugs used in rheumatoid arthritis. Drugs 65(4):473–496, 2006.

Title: Cost-Effectiveness of InflamAway  
versus JointReduce in the Treatment  

of Rheumatoid Arthritis

Composite Article 1: HRQoL—Rheumatoid Arthritis

BACKGROUND: Rheumatoid arthritis (RA) 
is an autoimmune disease that causes chronic 
inflammation of the joints. The goal of treat-
ment is to reduce joint inflammation and pain, 
maximize joint function, and prevent joint 
destruction and deformity. First-line medica-
tions, such as nonsteroidal anti-inflammatory 
(NSAID) medications and injectable cortico-
steroids, are used to reduce pain and inflam-
mation of the joints. Second-line medications, 
also known as disease-modifying antirheu-
matic drugs (DMARDs), may take weeks or 
months to show effectiveness. DMARDs (in-
cluding medications such as methotrexate 
and sulfasalazine) promote disease remis-
sion and prevent progressive joint destruc-
tion. Two new medications, InflamAway and 

JointReduce, are now available that help block 
a protein in the joints that causes inflam-
mation, thereby reducing the inflammatory 
response.

Objective: The objective of this study is to 
compare the cost-effectiveness of these two new 
products (InflamAway and JointReduce) from a 
societal perspective.

METHODS: A total of 400 patients with symp-
tomatic RA were randomized to receive either 
InflamAway or JointReduce for this 6-month 
study. Clinical measures include the American 
College of Rheumatology (ACR)’s scales (http://
www.rheumatology.org), the ACR-20, ACR-50 
and ACR-70, which correspond to a 20%, 50%, 

http://www.rheumatology.org
http://www.rheumatology.org


	 Chapter 8  •  Health-Related Quality of Life: Health Status Measures	 145

and 70% reduction in symptoms, respectively. 
Patients were instructed to keep a diary of time 
missed from work because of RA symptoms, as 
well as any medical services, medications, and 
out-of-pocket costs used to treat RA. Patients 
completed the Arthritis Impact Measurement 
Scale, Version 2 (AIMS2) at both baseline and 
6  months. The AIMS2 is a 78-item question-
naire that has been shown to be reliable, valid, 
and responsive to changes in health status. 

Answers to some of these items can be summa-
rized into a three-component model (physical, 
affect, and symptom). Example questions from 
each component are listed in Exhibit 8.1. The 
complete instrument and scoring guide can be 
accessed at no charge from PROQOLID (http: 
/www.proqolid.org). Each domain is scored 
from 0 (worse health) to 10 (best health), and 
an improvement of more than 1.0 in each 
domain indicates a clinical change.

EXHIBIT 8.1

Examples of Items from the Arthritis Impact Measurement Scale,  
Version 2 (AIMS2)
Physical Component

Hand and finger function domain

During the past month…

1. Could you easily write with a pen or a pencil?

2. Could you easily button a shirt or a blouse?

3. Could you easily turn a key in a lock?

4. Could you easily tie a knot or a bow?

5. Could you easily open a new jar of food?

Answer choices are: (1) all days, (2) most days, (3) some days, (4) few days, and (5) no days

Affect Component

Level of tension domain

During the past month…

1. How often have you felt tense or high strung?

2. How often have you been bothered by nervousness or your nerves?

3. How often were you able to relax without difficulty?

4. How often have you felt relaxed and free of tension?

5. How often have you felt calm and peaceful?

Answer choices are (1) always, (2) very often, (3) sometimes, (4) almost never, and (5) never

Symptom Component

Arthritis Pain Domain

During the past month…

1. How would you describe the arthritis pain you usually had?

Answer choices are (1) severe, (2) moderate, (3) mild, (4) very mild, and (5) none

2. How often did you have severe pain from your arthritis?

3. How often did you have pain in two or more joints at the same time?

4. How often did your morning stiffness last more than 1 hour from the time you woke up?

5. How often did your pain make it difficult for you to sleep?

Answer choices are (1) all days, (2) most days, (3) some days, (4) few days, and (5) no days

The AIMS2 is available at www.qolid.org. Reprinted with permission.

http://www.qolid.org
http:/www.proqolid.org
http:/www.proqolid.org
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RESULTS: Outcomes: The ACR scores at 6 months 
were not significantly different between Inflam-
Away and JointReduce (Exhibit 8.2). Although 
AIMS2 scores showed clinical improvement 
for both medications compared with baseline, 
there were no meaningful differences in the 

improvements seen with InflamAway compared 
with the improvement for the JointReduce 
group (Exhibit 8.3).

Costs: A list of costs for both medications 
is shown in Exhibit 8.4. The study medica-
tion cost for JointReduce was $4,000 more 

EXHIBIT 8.2

American College of Rheumatology Resultsa

Study Medication
Percent (n) ACR-20  
at 6 months

Percent (n) ACR-50  
at 6 Months

Percent (n) ACR-70 
at 6 Months

InflamAway (n 5 200) 70% (n 5 140) 55% (n 5110) 26% (n 552)

JointReduce (n 5 200) 72% (n 5 144) 53% (n 5106) 25% (n 550)
aACR-20 5 at least 20% reduction in symptoms from baseline.

ACR-50 5 at least 50% reduction in symptoms from baseline.

ACR-70 5 at least 70% reduction in symptoms from baseline.

No statistical differences were found when comparing ARC scores between study medication groups.

EXHIBIT 8.3

Results of Arthritis Impact Measure Scale, Version 2 (AIMS2) Health  
Status Comparisons

AIMS2 Three- 
ComponentModela

Average 
Score at 
Baseline

Average Score at 
6 Months (Difference 
from Baseline) 
InflamAway

Average Score at 
6 Months  
(Difference from 
Baseline) JointReduce

Difference Between 
JointReduce (n 5 200) 
and InflamAway  
(n 5 200)

Physical component

Mobility 2.4 3.5 (11.1) 3.6 (11.2) 10.1

Walking and 
bending

6.2 7.3 (11.1) 7.2 (11.0) −0.1

Hand and finger 
function

4.1 6.2 (12.1) 6.1 (12.0) −0.1

Arm function 3.1 4.2 (11.1) 4.1 (11.0) −0.1

Self-care 3.0 5.1 (12.1) 4.5 (11.5) −0.6

Household tasks 3.4 4.9 (11.5) 4.5 (11.1) −0.4

Average physical 
score

3.7 5.2 (11.5) 5.0 (11.3) −0.2

Affect component

Level of tension 5.6 6.8 (11.2) 6.9 (11.3) 10.1

Mood 4.4 5.6 (11.2) 5.5 (11.1) −0.1

Average affect score 5.0 6.2 (11.2) 6.2 (11.2) 0.0

Symptom component

Arthritis pain 6.0 7.5 (11.5) 7.5 (11.5) 0.0
aScores range from 0 to 10, with higher numbers indicating better health. All scores at 6 months show clinical improvement from baseline for 
both medications. There are no clinically meaningful differences between InflamAway and JointReduce for any component of the AIMS2.
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EXHIBIT 8.4

Rheumatoid Arthritis-Related Costs for 6 months in 2006 US Dollars

Categories of Costs

Average Costs  
per Patient for  
InflamAway ($)

Average Costs  
per Patient for  
JointReduce ($) p

Cost of study medication 16,000 20,000 0.01

Cost of other RA-related medications 4,000 4,100 0.50

Cost of RA-related office visits 800 750 0.97

Cost of RA-laboratory tests 700 800 0.10

Cost of RA-related emergency department visits 200 150 0.80

Cost of RA inpatient stays 200 300 0.75

Other out-of-pocket costs for patients 100 100 0.99

Lost time from work (days × $200/d) 5,000 5,200 0.97

Total 6-month RA-related costs per patient 27,000 31,400 0.03

Only study medication costs and total costs are statistically different (bolded; p , 0.05) between the two groups.

RA 5 rheumatoid arthritis.

than the study medication InflamAway. Other 
costs were similar between the two groups, 
and there were no other statistically different 
costs categories. The total amount of 6-month 
RA-related costs for the JointReduce group are 
$4,400 more than for the InflamAway group. 
(This difference was mainly because of the 
higher cost of JointReduce.)

Cost-effectiveness: Total 6-month RA-related 
costs were lower in the InflamAway group 
than in the JointReduce group. Both outcome 
measures (ACR and AIMS2) showed improve-
ment in the patient’s condition at the 6-month 
follow-up, but there was little difference be-
tween the two medications when they were 
compared head to head. Therefore, InflamAway 
is dominant to JointReduce because it provides 

similar effectiveness at a lower cost. Therefore, 
an ICER does not need to be calculated.

CONCLUSION: The two new medications, 
InflamAway and JointReduce, are expensive 
compared with older medications, but they 
have shown greater efficacy in clinical trials. For 
these study patients, both medications showed 
health improvements but were very similar 
to each other in effectiveness (as measured by 
both the ACR and AIMS2). Because outcomes 
are similar, the study question might be ad-
dressed as a cost-minimization analysis, asking 
what the lowest cost for the same effect is. In 
this case, InflamAway is about $4,000 less than 
JointReduce and is therefore the more cost-
effective option.

1.	 Complete Title?

Worksheet for Critique of HRQoL Article 1
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2.	 Clear Objective?

3.	 Appropriate Alternatives?

4.	 Alternatives Described?

5.	 Perspective Stated?

6.	 Type of Study?

7.	 Relevant Costs?
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8.	 Relevant Outcomes?

9.	 Adjustment or Discounting?

10.	 Reasonable Assumptions?

11.	 Sensitivity Analyses?

12.	 Limitations Addressed?

13.	 Generalizations Appropriate?
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14.	 Unbiased Conclusions?

Cost-Effectiveness Grid

Which cell represents the comparison of JointReduce to InflamAway for ACR 
scores? What about AIMS2 scores?

COST-
EFFECTIVENESS

Lower effectiveness

Same effectiveness

Higher effectiveness

Lower Cost

A CB

FE

G

D

IH

Same Cost Higher Cost

Critique of HRQoL Article 1

  1.	 Complete Title: The title did identify the options being compared, Inflam-
Away and JointReduce, and the title did indicate that the type of study was a 
cost-effectiveness analysis (CEA).

  2.	 Clear Objective: The objective was to determine the cost-effectiveness of Inflam
Away versus JointReduce.

  3.	 Appropriate Alternatives: The authors indicated that these were two new 
medications with the same new mechanism of action. Readers would need to 
look at references given in “real” articles to determine if these alternatives were 
clinically relevant.

  4.	 Alternatives Described: More information should have been given concern-
ing dosing (method of administration, how often administered, dose of each 
administration) for both medications.

  5.	 Perspective Stated: The perspective of the study was explicitly stated as 
societal.

  6.	 Type of Study: The study was correctly identified as a CEA because the out-
comes were measured using both ACR scores and AIMS2 scores (5clinical 
units). Because the magnitude of clinical improvement for the two drugs was 
so similar, some authors might call this a cost-minimization analysis.
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  7.	 Relevant Costs: Based on the societal perspective, direct medical, direct 
nonmedical (out-of-pocket costs for expenses such as household help), and 
productivity costs were included. Although much of the utilization data came 
from the patients’ diaries, the authors could have explained how they assigned 
costs to this utilization data.

  8.	 Relevant Outcomes: ACR scores are frequently used in clinical trials to mea-
sure changes in RA, but the authors did not describe this method for assessing 
clinical outcomes (although they gave a web site). The AIMS2 is a common 
instrument for measuring health status changes in RA. Other survey instru-
ments used in RA are the Disease Activity Score and the Health Assessment 
Questionnaire. The authors should have indicated why ACR and AIMS2 mea-
surements were chosen to measure changes in RA-related health.

  9.	 Adjustment or Discounting: The authors used 2006 costs, so adjustment was 
not needed. The study only followed patients for 6 months, so discounting was 
not needed.

10.	 Reasonable Assumptions: An implicit assumption was that the outcomes 
measured were reliable and valid in this population of patients. Reliability 
and validity checks should have been conducted and reported. For example, 
an alpha coefficient (reliability) could have been calculated for the items that 
comprised the physical component of the Arthritis Impact Measure Scale 
(AIMS), or the results could have been compared with more objective labora-
tory measures (e.g., erythrocyte sedimentation rate) in order to measure crite-
rion validity.

11.	 Sensitivity Analyses: No sensitivity analyses were conducted.

12.	 Limitations Addressed: The authors did not address any limitations. More 
information is needed on the two medications studied. For example, are there 
differences in side effect profiles? What do the safety profiles look like? Re-
cently, one of the NSAIDs used in patients with RA was withdrawn from the 
market because of an increased incidence of heart problems. Also, the study 
did not say if long-term testing had been conducted on these medications. Is 
6 months long enough to see the full effect of the products?

13.	 Generalizations Appropriate: The authors did not report the demographics 
or disease severity of the patients enrolled in the study, so it is difficult to know 
if these patients represent the “average” RA patient.

14.	 Unbiased Conclusions: These two medications appear to have similar efficacy, 
but the cost of one study medication is considerably lower than the other. The 
authors did not give a full description of the study medications or the study 
population, did not state any limitations, and did not conduct sensitivity 
analyses. As mentioned, no information on side effects was mentioned, and if 
these medications have different side effect profiles, this needs to be considered 
before choosing one option over the other.



152	 Part I  •  Basic Topics

Cost-Effectiveness Grid

COST-
EFFECTIVENESS

Lower effectiveness

Same effectiveness

Higher effectiveness

Lower Cost

A CB

F
JointReduce

compared with
InflamAway - ACR

JointReduce
compared with

InflamAway - AIMS2

E

G

D

IH

Same Cost Higher Cost

Note: Some reviews of research relating to the treatment of chronic low back pain and HRQol measures are:
Indrakanti S, Weber M., Takemoto S, Hu S, Polly D, Berven S. Value-based care in the management of spinal disorders: A system-
atic review of cost-utility analysis. Clinical Orthopaedics and Related Research 470(4):1106–1123, 2012.
Dharmshaktu P, Tayal V, Kalra B. Efficacy of antidepressants as analgesics: A review. Journal of Clinical Pharmacology 52(1): 
6–17, 2012.
Søgaard R, Christensen F, Videbaek T, Bünger C, Christiansen T. Interchangeability of the EQ-5D and the SF-6D in long-lasting 
low back pain. Value in Health: The Journal of the International Society for Pharmacoeconomics and Outcomes 
Research 12(4):606–612, 2009.

Title: Cost-Utility of the Addition of a Backtramine  
to Standard Treatment for Chronic Low Back Pain

COMPOSITE ARTICLE 2: HRQoL—Chronic Low Back Pain

Over 28% of the US population (http://www.cdc.
gov/nchs/hus/contents2011.htm#052) suffers 
with low back pain each year, and most people 
will experience back pain at some time during 
their lifetime. Acute or short-term low back pain 
generally lasts from a few days to a few weeks, 
and is usually the result of trauma to the lower 
back or a disorder such as arthritis. Symptoms 
may range from muscle ache to shooting or 
stabbing pain, limited flexibility and range of 
motion, or an inability to stand straight. If symp-
toms last for more than 3 months, the condition 
is referred to as chronic low back pain (CLBP).

The first line of treatment for CLBP consists 
of using over-the-counter or prescription pain 
relievers to reduce discomfort with the possible 
addition of anti-inflammatory or muscle relaxant 

medications. When the pain becomes a chronic is-
sue, an antidepressant medication might be added 
to a patient’s regimen, but findings relating to the 
efficacy of this addition have been mixed.

OBJECTIVE: The objective of this study was to 
investigate the cost-effectiveness and cost-utility of 
standard analgesic/anti-inflammatory treatment 
for chronic back pain compared with standard 
treatment with the addition of a new serotonin–
norepinephrine reuptake inhibitor (SNRI), called 
Backtramine (not a real medication).

METHODS: All patients enrolled in the 
study had been on a standard combination of 
analgesic/anti-inflammatory medications for 
a minimum of 3 months. The intervention 

http://www.cdc.gov/nchs/hus/contents2011.htm#052
http://www.cdc.gov/nchs/hus/contents2011.htm#052
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consisted of the addition of a daily placebo or 
the addition of a daily 60 mg capsule of Backtra-
mine. At baseline and 12-month follow-up, pa-
tients were asked to describe their average pain 
intensity using a numeric analogue scale (range 
1 to 10; higher number 5 more pain intensity) 
in order to estimate the number of days in pain 
during the previous year, and to estimate the 
number of days missed from work due to back 
pain during the last year. Both the EuroQol 5D 
(EQ-5D) and the Short Form 6D (SF-6D) were 
administered at baseline and 12 months. The 
differences in outcomes were compared with 
the additional cost of a year’s supply of Back-
tramine. Sensitivity analyses were conducted on 
both cost and outcomes variables.

RESULTS: Patients from 10 central Texas pain 
clinics were recruited for this study during 2012. 
A total of 350 patients on standard care plus 
placebo and 352 patients on standard care plus 
Backtramine (combination therapy) were en-
rolled and completed the study. Exhibit  8.5 
illustrates baseline values for both cohorts. 
Differences between cohorts at baseline were 
minimal. Utility scores for both cohorts were 
appreciably lower than the general popula-
tion. A reduction of pain and a reduction of 
missed work days were seen for the combi-
nation therapy compared with the standard 
treatment/placebo for some health outcomes, 
while there was no significant difference for oth-
ers (Exhibits  8.6–8.8). Specifically, a significant 

EXHIBIT 8.5

Characteristics of the Study Population—Baseline
Standard Care Plus 
Placebo (n 5 350)

Standard Care Plus 
Backtramine (n 5 352)

General Adult 
Population

Age, mean (SD) 54 (10) 54 (10) NA

Females, n (%) 125 (50) 126 (50) NA

Baseline SF-36 Domains (0–100)  
Mean (SD)a

Physical functioning 65 (25) 64 (25) 88 (20)

Role physical 42 (43) 42 (43) 83 (31)

Bodily pain 51 (21) 50 (28) 79 (23)

General health 57 (25) 56 (26) 76 (20)

Vitality 54 (26) 53 (26) 70 (20)

Social functioning 77 (27) 76 (27) 91 (17)

Role emotional 64 (44) 64 (43) 86 (28)

Mental health 74 (21) 74 (22) 82 (16)

Standardized scales of SF-36 (stan-
dardized around 50%), Mean (SD)a

Physical component summary (PCS) 40 (11) 43 (10) 50 (9)

Mental component summary (MCS) 49 (12) 49 (11) 50 (8)

SF-6D (0-1), Mean (SD)a 0.60 (0.12) 0.59 (0.12) 0.78 (0.02)

EQ-5D (0-1), Mean (SD)a 0.65 (0.20) 0.64 (0.21) 0.85 (0.02)

Pain intensity (1–10) Mean (SD)b 6 (2) 6 (2) NA

Days of pain in the previous year, 
Mean (SD)

101 (132) 103 (123) NA

Days of sick leave, Mean (SD) 12 (18) 12 (19) NA
aHigher Scores 5 better health (less disability).
bHigher Scores 5 worse health (more disability).

NA 5 Not applicable.
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EXHIBIT 8.8

Change in Outcomes

Standard Care Plus 
Placebo (n 5 350)

Standard Care Plus 
Backtramine  
(n 5 352)

Difference (95% 
Confidence Interval)

SF-6D (0–1), Mean (SD)a

Baseline 0.60 0.59

Follow-up 0.59 0.64

Difference −0.01 0.05 0.06 (0.04 to 0.08)

EQ-5D (0–1), Mean (SD)a

Baseline 0.65 0.64

Follow-up 0.63 0.65

Difference −0.02 0.01 0.03 (−0.04 to 0.04) NS

Pain intensity (1–10)  
Mean (SD)b

Baseline 6.5 6.4

Follow-up 6.2 5.1

Difference 0.3 1.3 1.0 (0.5 to 2.3)

Days of pain in the 
previous year, Mean (SD)b

Baseline 101 103

Follow-up 104 83

Difference 3 −20 −23 (−30 to −10)

Days of sick leave,  
Mean (SD)a

Baseline 12 12

Follow-up 13 5

Difference 1 −7 −8 (−10 to −2)
aHigher Scores 5 better health (less disability).
bHigher Scores 5 worse health (more disability).

NS 5 not significantly different.

increase in average overall utility scores was 
seen with the SF-6D, indicating an improved 
QoL, but the improvement was not significantly 
different when comparing the change in EQ-
5D scores. The additional cost per additional 
QALY produced by the addition of Backtramine 
would be acceptable at the common threshold 
of $50,000 per QALY using the SF-6D measure 
but not using the EQ-5D measure (Exhibit 8.9). 
Sensitivity analyses indicate that results are sen-
sitive to a number of variables.

Conclusions: Although the EQ-5D and 
the SF-6D have both been used and validated 
as generic outcome assessments in chronic 
low back pain, it appears they are not in-
terchangeable. Other clinical measures are 
important when assessing patient outcomes 
and may be more sensitive to clinical changes 
in patients with long-term back pain. Sensi-
tivity analysis indicated that a change in 
assumptions affects the conclusions of this 
study.



	 Chapter 8  •  Health-Related Quality of Life: Health Status Measures	 157

EXHIBIT 8.9

Incremental Ratios and Sensitivity Analyses
Values ($) Incremental Ratio ($)

Baseline Calculations

Incremental cost bactramine 2,800/year

Incremental outcomes

SF-6D 2,800/ 0.06 QALY 46,667/QALY

EQ-5D 2,800/ 0.03 QALY 93,333/QALY

Pain-free days 2,800/23 days 122/pain-free day

Workdays 2,800/8 days 350/workday

Sensitivity Analyses—Costs

Incremental cost bactramine 3,500/year

Incremental outcomes

SF-6D 3,500/ 0.06 QALY 58,333/QALY

EQ-5D 3,500/ 0.03 QALY 116,667/QALY

Pain-free days 3,500/23 days 152/pain-free day

Workdays 3,500/8 days 438/workday

Sensitivity Analyses—Outcomes

Incremental cost bactramine 2,800/year

Incremental outcomes

SF-6D 2,800/ 0.05 QALY 56,000/QALY

EQ-5D 2,800/ 0.025 QALY 112,000/QALY

Pain-free days 2,800/20 days 140/pain-free day

Workdays 2,800/5 days 560/workday

1.	 Complete Title?

2.	 Clear Objective?

Worksheet for Critique of HRQoL Article 2
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3.	 Appropriate Alternatives?

4.	 Alternatives Described?

5.	 Perspective Stated?

6.	 Type of Study?

7.	 Relevant Costs?

8.	 Relevant Outcomes?

9.	 Adjustment or Discounting?
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10.	 Reasonable Assumptions?

11.	 Sensitivity Analyses?

12.	 Limitations Addressed?

13.	 Generalizations Appropriate?

14.	 Unbiased Conclusions?

Critique of HRQoL Article 2

  1.	 Complete Title: The title did identify the options and type of study.

  2.	 Clear Objective: The objective of this study was to investigate the cost-effec-
tiveness and cost-utility of standard analgesic/anti-inflammatory treatment 
for chronic back pain compared with standard treatment with the addition 
of a new serotonin–norepinephrine reuptake inhibitor (SNRI), called Backtra-
mine. This was clear.

  3.	 Appropriate Alternatives: The authors indicated why an antidepressant may be 
added to the regimen and indicated that results from previous studies were mixed.
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  4.	 Alternatives Described: The SNRI dose (60 mg) and dosing (once-a-day) were 
stipulated. Not much detail was given about the “standard therapy.”

  5.	 Perspective Stated: The perspective of the study was not stated. Since the only 
costs that were measured were costs of medications, it is assumed that the 
perspective is that of the payer (patient and/or medication insurance).

  6.	 Type of Study: The study was correctly identified as a CEA and CUA because 
the outcomes were measured using both patient-reported clinical units (pain 
intensity; days in pain; days missed from work) and utilities (EQ-5D and SF-
6D scores).

  7.	 Relevant Costs: Very narrow measurement of costs. A reduction in pain might 
also decrease the use of other medical services and increase a patient’s produc-
tivity—both of which could have been valued in monetary terms. Estimating a 
specific dollar value for the intangible benefits of pain reduction and improved 
functioning would be more difficult.

  8.	 Relevant Outcomes: There are other clinical measures of pain that are com-
monly used (e.g., Roland Disability Scale) that were not addressed, and 
measuring pain at only two points (baseline and 1-year post-index) misses 
variations that happen during the year. In addition, patients may have trouble 
recalling days of work missed, or valuing an average level of pain for such a 
long period. No information was available on adverse events in the two co-
horts. For example, common effects of SNRIs are dry mouth, dizziness, and 
changes in appetite and sleep patterns.

  9.	 Adjustment or Discounting: The authors used 2012 costs, so adjustment was 
not needed. The study only followed patients for 12 months, so discounting 
was not needed.

10.	 Reasonable Assumptions: An implicit assumption was that the outcomes 
measured were reliable and valid in this population of patients. Outcomes 
measures were not as complete or assessed often enough (see #8). It was as-
sumed that the cost of bactramine would be the only medical cost that would 
be different between the two cohorts (see #7).

11.	 Sensitivity Analyses: Sensitivity analyses were conducted for medication costs 
and utility estimates. Both were sensitive to the ranges used.

12.	 Limitations Addressed: The authors did not address any limitations. Limi-
tations with the measurement of costs and outcomes have been addressed 
(see #7 and #8).

13.	 Generalizations Appropriate: Although patients were recruited from 10 clin-
ics, they were all from one geographical area. Comparisons to patients in other 
US regions could help determine the degree of similarities or differences with 
other populations.

14.	 Unbiased Conclusions: As with previous studies, results were mixed depend-
ing on assumptions. A narrow view of costs was used. The authors should 
have addressed some of the limitations and given more detail about standard 
therapy.
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Questions/Exercises

Part 1

Go to the following Website to take the SF-36 QoL Survey: http://www.sf-36.org/
demos/SF-36.html

The Website will calculate your scores. The codes on the scores are as follows:
BP 5 bodily pain; GH 5 general health; MH 5 mental health; PF 5 physical 

functioning; RE 5 role–emotional; RP 5 role–physical; SF 5 social functioning; 
and VT 5 vitality.

The first set of scores is your score on a scale of 0 (worst) to 100 (best) QoL. The 
next two sets of scores are “norm based,” which means that compared with the 
average person taking the survey, you are above average if your score is above 50% 
or below average if you scored less than 50%.

The average or “norms” (scale ranges from 0 to 100) for the United States were 
reported by Ware et al.6 as BP 5 71.3, GH 5 70.8, MH 5 75.0, PF 5 83.3, RE 5 
87.4, RP 5 82.5, SF 5 84.3, and VT 5 58.3.

SF-36v2™ Health Survey 1996, 2000 by QualityMetric Incorporated—All rights 
reserved. SF-36v2™ is a trademark of QualityMetric Incorporated. (Available 
at http://www.sf-36.org. Reprinted with permission from Ware JE, Kosinski M, 
Dewey JE. How to Score Version 2 of the SF-36® Health Survey. Lincoln, RI: Quality
Metric Incorporated, 2000.)

Part 2

Take the following EQ-5D Quality-of-Life instrument (reprinted with permission 
from http://www.euroqol.org):

By placing a checkmark for one box for each numbered item below, please indi-
cate which statements best describe your own health state today.

1.	 Mobility
❑	 I have no problems in walking about.
❑	 I have some problems in walking about.
❑	 I am confined to bed.

2.	 Self-care
❑ I have no problems with self-care.
❑	 I have some problems washing or dressing myself.
❑	 I am unable to wash or dress myself.

3.	 Usual activities (e.g., work, study, housework, family or leisure activities)
❑	 I have no problems with performing my usual activities.
❑	 I have some problems with performing my usual activities.
❑	 I am unable to perform my usual activities.

4.	 Pain or discomfort
❑	 I have no pain or discomfort.
❑	 I have moderate pain or discomfort.
❑	 I have extreme pain or discomfort.

5.	 Anxiety or depression
❑	 I am not anxious or depressed.
❑	 I am moderately anxious or depressed.
❑	 I am extremely anxious or depressed.

http://www.sf-36.org/demos/SF-36.html
http://www.sf-36.org
http://www.euroqol.org):
http://www.sf-36.org/demos/SF-36.html
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For each of the five dimensions, score a 1 if you choose the first (best) response, 2 
if you chose the second response, and 3 if you score the third (worst) response. Now 
look up your score using the information found in the table that follows. For ex-
ample, if you have no problems with dimensions 1, 2, 3, and 5 (mobility, self-care, 
usual activities, and anxiety or depression) but have moderate pain, you would look 
up 11121, and your QoL score would be 0.827 on a scale of 0.000 to 1.000.

US Population-Based Predicted Preference Weights and Standard Errors (SEs) for 243 
EQ-5D Health States

State Value SE State Value SE State Value SE

11111 1.000 0.000 13211 0.529 0.013 31212 0.415 0.013

11211 0.860 0.008 21322 0.527 0.013 13312 0.414 0.014

21111 0.854 0.008 22312 0.524 0.013 22131 0.410 0.018

11112 0.844 0.008 23111 0.522 0.014 31121 0.409 0.014

21211 0.843 0.009 11123 0.517 0.015 32111 0.407 0.014

11212 0.833 0.010 12113 0.514 0.014 21323 0.401 0.014

11121 0.827 0.008 13112 0.512 0.014 12132 0.400 0.018

21112 0.827 0.009 23211 0.512 0.013 22313 0.399 0.014

12111 0.825 0.008 22321 0.508 0.014 31221 0.398 0.013

11221 0.816 0.009 11223 0.506 0.014 13321 0.397 0.014

12211 0.814 0.008 12213 0.503 0.013 21232 0.397 0.018

21121 0.810 0.008 13212 0.501 0.013 23312 0.397 0.014

22111 0.808 0.009 21123 0.499 0.014 32211 0.396 0.013

11122 0.800 0.009 12322 0.497 0.014 31122 0.382 0.014

12112 0.797 0.008 22113 0.497 0.014 23321 0.380 0.014

21212 0.794 0.011 13121 0.496 0.015 32112 0.379 0.015

12121 0.781 0.007 23112 0.495 0.014 22223 0.378 0.018

21221 0.778 0.010 13221 0.485 0.014 22231 0.378 0.019

22211 0.775 0.010 23121 0.478 0.014 23222 0.376 0.017

11222 0.768 0.011 12123 0.470 0.015 12323 0.372 0.014

12212 0.765 0.009 13122 0.468 0.015 13322 0.370 0.014

21122 0.761 0.009 21223 0.467 0.014 12232 0.368 0.019

22112 0.759 0.010 22213 0.465 0.013 11331 0.365 0.018

12221 0.748 0.009 11131 0.463 0.020 32121 0.363 0.014

22121 0.742 0.008 11231 0.463 0.017 22132 0.361 0.019

12122 0.732 0.008 23212 0.463 0.014 21331 0.358 0.016

21222 0.708 0.013 21131 0.456 0.017 13113 0.355 0.019

22212 0.705 0.012 11313 0.452 0.015 13213 0.354 0.017

22221 0.689 0.012 11132 0.446 0.018 31222 0.350 0.015

12222 0.678 0.012 23221 0.446 0.015 23113 0.348 0.018

22122 0.672 0.012 21231 0.446 0.016 11332 0.348 0.011

11311 0.626 0.013 21313 0.445 0.013 32212 0.347 0.015
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State Value SE State Value SE State Value SE

21311 0.619 0.011 31111 0.442 0.016 31311 0.344 0.116

11312 0.609 0.011 31211 0.442 0.013 23213 0.337 0.017

22222 0.597 0.019 12223 0.438 0.015 22323 0.333 0.015

11321 0.592 0.013 22322 0.437 0.017 23322 0.331 0.014

21312 0.592 0.011 13222 0.436 0.015 21332 0.331 0.015

12311 0.590 0.012 11232 0.435 0.017 32221 0.330 0.014

21321 0.575 0.012 22123 0.432 0.015 12331 0.329 0.017

22311 0.573 0.012 13311 0.431 0.016 31312 0.327 0.015

11322 0.565 0.012 23122 0.430 0.015 13123 0.321 0.018

12312 0.563 0.012 21132 0.429 0.017 32122 0.314 0.016

11113 0.550 0.015 12131 0.427 0.019 22331 0.312 0.016

11213 0.550 0.012 31112 0.426 0.014 31321 0.311 0.014

12321 0.546 0.013 23311 0.424 0.014 13223 0.310 0.017

21113 0.543 0.013 11323 0.418 0.014 32311 0.308 0.015

21213 0.533 0.011 12231 0.416 0.017 22232 0.308 0.022

13111 0.529 0.016 12313 0.416 0.014 23123 0.304 0.018

12332 0.302 0.016 32213 0.222 0.017 32323 0.120 0.016

11133 0.289 0.022 11333 0.220 0.019 32132 0.118 0.020

11233 0.289 0.019 33212 0.220 0.020 33322 0.118 0.016

13313 0.286 0.018 32322 0.216 0.015 23133 0.117 0.022

31322 0.283 0.014 21333 0.214 0.017 31331 0.112 0.019

21133 0.282 0.020 33121 0.214 0.017 23233 0.106 0.021

32312 0.281 0.015 22233 0.204 0.018 33113 0.102 0.022

23313 0.279 0.017 33221 0.203 0.016 33213 0.102 0.020

23223 0.272 0.017 23232 0.202 0.020 31332 0.096 0.017

21233 0.271 0.018 31313 0.199 0.018 32232 0.086 0.020

31113 0.268 0.019 13331 0.199 0.019 13333 0.084 0.018

13131 0.268 0.022 23331 0.193 0.018 23333 0.077 0.016

31213 0.268 0.017 32123 0.188 0.018 32331 0.077 0.017

13231 0.268 0.019 33122 0.186 0.018 33123 0.069 0.021

32321 0.264 0.014 12333 0.184 0.018 33313 0.063 0.017

22332 0.263 0.017 13332 0.182 0.017 33223 0.058 0.020

23131 0.261 0.020 31131 0.151 0.021 32332 0.049 0.017

32222 0.260 0.018 31231 0.181 0.018 31133 0.037 0.023

12133 0.253 0.021 33311 0.178 0.018 31233 0.036 0.020

13323 0.253 0.017 22333 0.167 0.017 33323 0.030 0.016

13132 0.251 0.020 31323 0.166 0.017 33131 0.016 0.023

23231 0.250 0.019 23332 0.165 0.017 33231 0.015 0.020

33111 0.247 0.019 31132 0.165 0.020 32133 0.001 0.022

(Continued)
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1. 	 Were you surprised by any of your scores from the SF-36? How about the 
EQ-5D?

2.  Which survey do you think is better at representing your health state? Why?

3.  What are one advantage and one disadvantage of using the SF-36 to measure a 
patient’s HRQoL?

4.  What are one advantage and one disadvantage of using the EQ-5D to measure 
a patient’s HRQoL?

State Value SE State Value SE State Value SE

33211 0.247 0.017 32313 0.164 0.017 33132 20.001 0.022

12233 0.242 0.019 33312 0.162 0.017 31333 20.003 0.017

13232 0.240 0.019 32223 0.156 0.017 32233 20.110 0.020

22133 0.236 0.020 33222 0.154 0.118 33232 20.012 0.021

23323 0.235 0.017 31232 0.154 0.019 33331 20.024 0.016

31123 0.235 0.018 32131 0.145 0.020 32333 20.038 0.016

23132 0.234 0.020 33321 0.145 0.016 33332 20.040 0.015

32113 0.232 0.018 32231 0.135 0.018 33133 20.100 0.021

33112 0.230 0.019 13133 0.123 0.024 33233 20.100 0.019

31223 0.224 0.017 13233 0.123 0.021 33333 20.109 0.012

SE indicate standard error.

Reprinted with permission from Shaw JW, Johnson JA, Coons SJ. US valuation of the EQ-5D health states: Development and testing of the D1 
valuation model. Medical Care 43(3):203–220, 2005.
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Decision Analysis

Objectives
Upon completing this chapter, the reader will be able to:

1.	 Give the definition and purpose of decision analysis.

2.	 List the steps for performing a decision analysis.

3.	 Draw a decision tree.

4.	 Calculate average costs and outcomes from a decision tree.

5.	 Interpret threshold analysis graphs.

Chapter  9

✦ What is Decision Analysis?

Decision analysis is the application of an analytical method for systematically 
comparing different decision options. Decision analysis graphically displays 
choices and facilitates the calculation of values needed to compare these options. 
It assists with selecting the best or most cost-effective alternative. Decision analysis 
is a tool that has been used for years in many fields. This method of analysis assists 
in making decisions when the decision is complex and there is uncertainty about 
some of the information.1

✦ Steps in Decision Analysis

The steps in the decision process are relatively straightforward, especially with the 
availability of computer programs that greatly simplify the calculations. Articles 
reporting a decision analysis should include a graphical depiction (decision tree) of 
the choices and outcomes of interest. For this chapter, the steps in a decision analy-
sis are outlined using an example concerning whether to include a new antibiotic 
on a hospital formulary. For illustrative purposes, the chapter begins with a simple 
tree that combines the probabilities of two outcomes of interest—the probability of 
a clinical success and the probability of any adverse events caused by the antibiotic. 
More complex issues (e.g., the probability of each of the main adverse events) can 
be incorporated using the same calculation techniques presented in the example.

Part ii ✦ Advanced Topics
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Step 1: Identify the Specific Decision

The specific decision to be evaluated should be clearly defined by answering the 
questions: What is the objective of the study? Over what period of time will the 
analysis be conducted (e.g., the episode of care, a year)? Will the perspective be that 
of the patient, the medical care plan, an institution or organization, or society? For 
the example problem, the decision is whether to add a new antibiotic to an institu-
tional formulary to treat infections. The perspective is that of the institution, and 
the time period of interest is the episode of care (about 2 weeks).

Step 2: Specify Alternatives

Ideally, the most effective treatments or alternatives should be compared. In phar-
macotherapy evaluations, makers of innovative new products may compare or 
measure themselves against a standard (i.e., older, more well-established) therapy. 
This is most often the case with new chemical entities. Decision analysis could 
compare more than two treatment options (e.g., it could compare the five most 
common statins) or an intervention versus no intervention (e.g., a diabetes clinic 
versus no clinic). For the example problem, the use of the new medication (antibi-
otic A) will be compared with that of the current standard (antibiotic B).

Step 3: Draw the Decision Analysis Structure

Lines are drawn to joint decision points (branches or arms of a decision tree), rep-
resented as choice nodes, chance nodes, or terminal (final outcome) nodes. Nodes 
are places in the decision tree where different options occur; branching becomes 
possible at this point. There are three types of nodes: (1) in a choice node, a choice 
is allowed (e.g., treatment A versus treatment B); (2) in a chance node, chance 
comes into the equation (e.g., the chance or probability of cure or adverse events 
for different treatment options); and (3) in a terminal node, the final outcome of 
interest for each option in the decision is represented. The units used to measure 
final outcomes (e.g., dollars or quality-adjusted life years [QALYs]) must be the 
same for each option being considered. By convention, software programs use a 
square box to represent a choice node, a circle to represent a chance node, and a 
triangle for a terminal branch or final outcome. Figure 9.1 illustrates the decision 
tree for the antibiotic example.

Step 4: Specify Possible Costs, Outcomes, and Probabilities

For each option, information should be obtained for the probability of occur-
rence and the consequences of the occurrence. Probabilities are assigned for each 
branch of the chance nodes, and the sum of the probabilities for each branch 
must add up to 1.00. Consequences are reported as monetary outcomes, health-
related outcomes, or both. Decision analysis articles should provide a listing of 
the probability, cost, and outcome estimates used in the analysis, including where 
or how the estimates were obtained (e.g., literature review, clinical trial, expert 
panel). Table 9.1 lists these data for the antibiotic example.

Step 5: Perform Calculations

At each terminal node, the probability of a patient having that outcome is cal-
culated by multiplying the probability of each arm from the choice node to the 
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Infection

Antibiotic A

Antibiotic B

Clinical failure

Clinical failure

Clinical success

Clinical success

No adverse events

Adverse event

Adverse event

Adverse event

Adverse event

No adverse events

No adverse events

No adverse events

Figure 9.1.  Decision tree structure for the antibiotic example.

Table 9.1. Estimates for the Antibiotic Example
Antibiotic A Antibiotic B

Probability of clinical success (%)    90     80

Cost of antibiotic per course of therapy ($)   600   500

Probability of adverse events (%)     10     15

Cost of treating adverse events ($) 1,000 1,000

terminal node. The total costs for each terminal node are calculated by adding up 
the costs over all of the branches from the choice node to the terminal node. The 
product of the costs multiplied by the probability (C × P) is calculated for each 
node and then summed for each option.

In our example, each of the two options (antibiotic A versus antibiotic B) has 
four possible terminal endpoints: success/no adverse events, success/adverse events, 
failure/no adverse events, and failure/adverse events. Table 9.2 and Figure 9.2 show 
the calculations used to estimate the average expected cost per treatment. Note 
that the sum of the probabilities for the four terminal endpoints equals 1.00. For 
patients taking antibiotic A, the costs can range from $600 (for medication and 
no adverse events) to $1,600 (for medication and treatment of adverse events), and 
the average cost is $700 per patient. Similarly, for patients taking antibiotic B, the 
costs can range from $500 (for medication and no adverse events) to $1,500 (for 
medication and treatment of adverse events), and the average cost is $650 per pa-
tient. These calculations show that antibiotic B is less expensive even when includ-
ing the costs of treating adverse events. But because antibiotic A is a better clinical 
option (higher probability of success and lower probability of adverse events), 
decision makers could use either the incremental cost-effectiveness ratio (ICER) 
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Infection

Antibiotic A

Antibiotic B

Clinical failure

Clinical failure

Clinical success

Clinical success

0.90

0.90

0.10

0.80

0.20

No adverse events

Adverse event

Adverse event

Adverse event

Adverse event

No adverse events

No adverse events

No adverse events

Antibiotic B: $650

$700

$650

0.10

0.90

0.10

0.85

0.15

0.85

0.15

(1)  $600

(2)  $1600

(3)  $600

(4)  $1600

(5)  $500

(6)  $1500

(7)  $500

(8)  $1500

Figure 9.2.  Average cost per treatment choice for the antibiotic example.

Table 9.2. Calculations for the Antibiotic Example

Outcome Cost ($) Probability Cost × Probability ($)

Antibiotic A

Success with no adverse events 600 0.9 × 0.9 = 0.81 486

Success with adverse events 600 + 1,000 = 1,600 0.9 × 0.1 = 0.09 144

Failure with no adverse events 600 0.1 × 0.9 = 0.09   54

Failure with adverse events 600 + 1,000 = 1,600 0.1 × 0.1 = 0.01   16

Total for antibiotic A 1.00 700

Antibiotic B

Success with no adverse events 500 0.8 × 0.85 = 0.68 340

Success with adverse events 500 + 1,000 = 1,500 0.8 × 0.15 = 0.12 180

Failure with no adverse events 500 0.2 × 0.85 = 0.17   85

Failure with adverse events 500 + 1,000 = 1,500 0.2 × 0.15 = 0.03   45

Total for antibiotic B 1.00 650

or the incremental net benefit (INB) calculations to determine whether to add 
antibiotic A to the formulary. The calculated ICER would be:

ICER = Δ Costs  =   $700−$650  = Δ Outcomes 0.090−0.80  $500 more per extra success

If it is decided that each extra successful outcome is worth at least $500 (patient 
discharged from the hospital faster, prevention of second round of treatment 
costs with another antibiotic, and so on), then antibiotic A would be added to the 
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As mentioned in Chapter 5, if the incremental cost-effectiveness ratio (ICER) is posi-
tive, one medication is both more effective and more costly, and it is up to the read-
ers to determine if the extra cost is worth the extra benefit. Using the incremental net 
benefit (INB) approach, if it was determined that the value of each additional suc-
cess with of a cure of infection was between $1,000 and $2,000, the INB calcula-
tions for these estimates (i.e., lambdas) would be:

INBλ = $1,000 = (Δ Outcome × λ) − Δ Cost = 0.10 ($1,000) − $50 = +$50
INBλ = $2,000 = (Δ Outcome × λ) − Δ Cost = 0.10 ($2,000) − $50 = +$150

This indicates that antibiotic A is cost-effective for this range of values.

Example 9.1 �I ncremental Net Benefit  
for The Antibiotic Example

formulary. See Example 9.1 for incremental net benefit (INB) calculations using a 
range of $1,000 to $2,000 as the value of successful treatment.

Step 6: Conduct a Sensitivity Analysis

Because some uncertainty surrounds the estimates used to construct these models, 
a sensitivity analysis is conducted. High and low estimates of costs and probabili-
ties are inserted into the decision model to determine the range of answers. These 
estimates should be sufficiently varied to reflect realistic variations in values. In the 
base case analysis of our antibiotic example, the total cost of using antibiotic A aver-
aged to $700 versus $650 for antibiotic B (see Table 9.2). By choosing possible high 
and low ranges for probabilities and costs, numerous one-way sensitivity analyses 
were conducted. One-way sensitivity analysis calculates the impact of using alterna-
tive estimated ranges for one variable at a time while holding the others constant. 
These calculations are shown in Table 9.3. For example, in the base analysis, the 
probability of having an adverse event when taking antibiotic A was 10%. When this 
value was tested for the range of 7% to 15%, the difference in total costs of antibiotic 
A minus antibiotic B ranges from $20 to $100. For the entire range, the cost of anti-
biotic A is higher than antibiotic B, so results are insensitive to this range of values.

For all other variables listed in Table 9.3, sensitivity was found for the ranges 
used. For example, in the base analysis, the probability of having an adverse event 
when taking antibiotic B was 15%. When this value was tested for the range of 10% to 
25%, the difference in total costs of antibiotic A minus antibiotic B varied from $100 
if the probability was at the lower end of the range (10%) to a cost savings of $50 for 
the higher end of the range (25%). This means that if the side effects of antibiotic B 
are as high as 25%, antibiotic A would now be a less costly option because of the ex-
tra costs associated with treating more people with adverse events from antibiotic B.

Sometimes a tornado diagram is used to compare the impact of various one-
way sensitivity analyses.2 The range that has the biggest impact on the answer is 
placed at the top of the graph and then the rest appear below in descending rank 
(hence the funnel or tornado look). A tornado diagram for the variables in Table 9.3 
appears in Figure 9.3. The probability of adverse events for antibiotic A (p_AE_A) 
does not appear in Figure 9.3 because for the entire range (7% to 15%), antibiotic B 
was less expensive than antibiotic A, so there was no impact on the results.
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$490 $570 $650 $730 $810

cost_AE: $500 to $2500

cost_B: $350 to $750

cost_A: $400 to $800

p_ae_B: 0.10 to 0.25

p_ae_A: 0.07 to 0.15

Expected value

Figure 9.3.  Tornado diagram for the antibiotic example. This tornado diagram compares 
the impact of various one-way sensitivity analyses that are shown in Table 9.3 [cost_AE 
(costs of treating adverse events), cost_B (cost of drug B), cost_A (cost of drug A),  
prob_ae_A (probability of adverse events for drug A), and p_ae_B (probability of adverse 
events for drug B)]. The range that has the biggest impact on the answer is placed at the top 
of the graph (in this example, cost_AE), and then the rest appear below in descending rank 
(hence the funnel or tornado look). The range of results for the variable p_ae_A does not ap-
pear in Figure 9.3 because for the entire range (7% to 15%) antibiotic B was less expensive 
than antibiotic A, so there was no impact on the choice of antibiotic for this variable.

Table 9.3. Sensitivity Analyses for the Antibiotic Example

Variable

Range 
L=Low Estimate  
H=High Estimate

Antibiotic A:  
Overall Costs ($)

Antibiotic B:  
Overall Costs ($)

Δ Overall Costs: 
A − B ($)

Base case 700 650   +50

Cost of treating adverse  
events 

 L = $500

H = $2,500

650

850

575

875

  +75

  −25

Cost per course of therapy  
for antibiotic A

 L = $400 

H = $800

500

900

650

650

−150

+250

Cost per course of therapy  
for antibiotic B

 L = $350

H = $750

700

700

500

900

+200

−200

Probability of adverse events  
for antibiotic A

 L = 7%

H = 15%

670

750

650

650

  +20

+100

Probability of adverse events  
for antibiotic B

 L = 10% 700 600 +100

H = 25% 700 750   −50

L = low estimate; H = high estimate.
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✦ Threshold Analysis

As seen in Table 9.3, most of the variables used in the antibiotic example were 
sensitive to the range of estimates used, that is, at one end on the range, antibiotic 
A was less expensive, but at the other end of the range, antibiotic B was less ex-
pensive. Threshold analysis helps identify the level within the range at which the 
decision switches. Figure 9.4 is an example of the threshold analysis looking at the 
probability of adverse events when using antibiotic B (p_ae_B). At the threshold 
point of p_ae_B = 20%, the total costs of antibiotic A and antibiotic B are equal 
(expected value [EV] of $700). If the probability of adverse events for antibiotic B is 
determined to be higher than this threshold, total costs for antibiotic A are lower 
than for antibiotic B. On the other hand, if the probability is lower than 20%, 
antibiotic B would be calculated to be less expensive.

Figure 9.5 shows a threshold analysis for the cost of treating adverse events (cost_
AE). When these costs are $2,000, the cost of using antibiotic A and B are equal (EV 
of $800). If the costs of treating side effects are more than $2,000, then antibiotic A 
is less expensive than antibiotic B; otherwise, antibiotic B is less expensive.

Two-way sensitivity analyses indicate the impact of varying two estimates at 
a time and can be depicted using a threshold analyses graph. For the antibiotic 
example, a depiction of a two-way sensitivity analysis for the probability of ad-
verse events with antibiotic B and the cost of treating adverse events is shown in 
Figure 9.6. To determine which choice is less costly overall, one would choose a 
point within each range that is their best estimate and draw intersecting lines from 
the x and y axis of the graph. For example, if a decision maker estimates that the 
probability of adverse events for antibiotic B is 17% and the cost of treating adverse 
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FIGURE 9.4.   One-way sensitivity analysis for the probability of adverse events  
for antibiotic B (p_ae_B).
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events is about $1,250, antibiotic B would be the less costly option (see the square 
in the lightly shaded section of Fig. 9.6). On the other hand, if it is estimated that 
the probability is 20% and the cost is $1500, then antibiotic A would be less costly 
(see the circle in the darkly shaded section of Fig. 9.6).
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FIGURE 9.5.  One-way sensitivity analysis for the cost of treating adverse events of 
antibiotic treatment (cost_AE).
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FIGURE 9.6.  Two-way sensitivity analysis for the probability of adverse events for antibi-
otic B (p_ae_B) and the cost of treating adverse events of antibiotic treatment (cost_AE).
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Summary

Decision analysis is a technique that can be used to incorporate information and 
estimates in a systematic way to compare different options. Decision analysis is be-
ing used more commonly in pharmacoeconomic evaluations. The use and availabil-
ity of computer programs to assist with the multiple calculations make it fairly easy 
for someone to automate their evaluations. Examples of software available for this 
purpose include Data TreeAge (info@treeage.com), which was used for this book, 

Decision

Drug A

Drug B      [+]

Patient at least
80% adherent

Patient < 80% 
adherent

No side effects

Mild side effects

Moderate
side effects

Severe
side effects

No side effects

Mild side effects

Moderate
side effects

Severe
side effects

Stay on same 
medication

Discontinue 
medication or surgery

Switch to another 
medication

Stay on same 
medication

Discontinue 
medication or surgery

Switch to another 
medication

Stay on same 
medication

Discontinue 
medication or surgery

Switch to another 
medication

Stay on same 
medication

Discontinue 
medication or surgery

Switch to another 
medication

Stay on same 
medication

Discontinue 
medication or surgery

Switch to another 
medication

Stay on same 
medication

Discontinue 
medication or surgery

Switch to another 
medication

Stay on same 
medication

Discontinue 
medication or surgery

Switch to another 
medication

Stay on same 
medication

Discontinue 
medication or surgery

Switch to another 
medication

FIGURE 9.7.  Decision tree with multiple branches. The plus sign next to the branch  
for drug B indicates that it uses the same tree structure as the other option (drug A).

mailto:info@treeage.com
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and DecisionPro (Vanguard Software Corporation, vginfo@vanguardsw.com). The 
prices for these software packages range from less than $100 for student versions 
to almost $1,000 for professional versions. More examples of computer software, 
vendors, and prices can be found at the Decision Analysis Society’s Web site (info//
faculty.fuqua.duke.edu/daweb/dasw6.htm). Microsoft Excel can also be used to 
conduct decision analyses.

It is important to remember that the decision analysis results are only as good 
as the information used to develop the model. Decision makers should critically 
evaluate the decision tree structure, the probability and cost estimates, and the 
assumptions used to determine if the results are credible and useful for their pur-
pose. Sensitivity analyses can indicate which uncertain estimates have the largest 
impact on the results.

While builders of decision trees should try to capture all realistic clinical possibilities 
and outcomes, the tree may quickly grow in complexity (see Fig. 9.7 for a more com-
plex decision tree). The complexity of model building increases for chronic conditions 
in which treatment and outcomes are measured over long periods of time. Markov 
modeling (discussed in Chapter 10) serves to break up the analysis into shorter time 
frames (or cycles) to better represent the nature of the disease or condition.

Composite Article 1: Decision Analysis—Migraine

Title: Cost-Utility Analysis of Migraine  
Treatments for Patients in a Managed  

Care Organization

OBJECTIVE: The purpose of the study is to 
evaluate two migraine treatments: the orally 
administered Mi-Tab and the injection Mi-Ject. 
Both products have been shown by the Food and 
Drug Administration to be useful in treating 
migraines. In fact, they contain the same active 
ingredient. The injection product has a faster 
onset of action and is slightly more successful 
in treating migraines, but it also has a higher 
rate of side effects reported, including redness, 
inflammation, and itching at the injection site.

METHODS: The perspective of the study is the 
payer, specifically, the managed care organiza-
tion (MCO). Both products should be taken 
at the first sign of a migraine. Information 
about both products is listed in Exhibit  9.1. 
The outcome of interest is measured using 
quality-adjusted life days (QALDs), which in-
corporates the change in health-related quality 
of life (HRQoL) for the day of the migraine. If 
a patient feels a migraine coming and takes the 
oral product (Mi-Tab), it works, and the patient 

has no side effects, then the patient’s QALD is 
measured at 1.0 (no decrease for that day). If the 
patient is using the injection (Mi-Ject) and has 
to inject himself or herself, this decreases the 
patient’s QALD by 0.1 because of the inconve-
nience and pain of an injection. If the patient 
is nauseated as a result of either product, this 
decreases the QALD by 0.2. If the patient expe-
riences redness and inflammation at the injec-
tion site, this decreases the QALD by 0.2. If the 
medication does not work and the patient goes 
to the emergency department (ED) for further 
treatment or rests in a dark room until the mi-
graine subsides, this decreases the QALD by 0.5. 
It was assumed that half of the patients would 
go to the ED if the medication did not work.

RESULTS: A decision tree incorporating the 
study estimates is found in Exhibit 9.2. The 
analysis shows that Mi-Tab is less expensive 
($110) and has a better outcome (0.93 QALD) 
on average than the Mi-Ject preparation ($115 
for 0.85 QALD); therefore, Mi-Tab is the better 

mailto:vginfo@vanguardsw.com
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Source of Data Mi-Tab Mi-Ject

Cost of medication per treatment Managed care costs $80 $100

Onset of action Literature review 30–40 min 5–10 min

Cost of ED visit if medication is unsuccessful Managed care costs $500 $500

Probability of success Literature review 90% 95%

Probability of side effects Literature review

Nausea or vomiting 10% 1%

Inflammation at the injection site N/A 10%

Cost of side effects Managed care costs

Nausea or vomiting $50 $50

Inflammation at the injection site N/A $15

ED = emergency department.

EXHIBIT 9.1

Information about Mi-Tab and Mi-Ject

EXHIBIT 9.2

Decision Tree for Migraine Composite Article
{1} $80/1.00 QALD

{2} $130/0.80 QALD

{3} $80/0.50 QALD

{4} $580/0.50 QALD

{5} $130/0.30 QALD

{6} $630/0.30 QALD

{7} $100/0.90 QALD

{8} $150/0.70 QALD

{9} $115/0.70 QALD

{10} $100/0.40 QALD

{11} $600/0.40 QALD

{12} $150/0.20 QALD

{13} $650/0.20 QALD

{14} $115/0.20 QALD

{15} $615/0.20 QALD

Migraine

Mi-Tab

Mi-Ject

Mi-Tab: $110/0.93 QALD

$110/
0.93 QALD

0.100

0.950

0.050

0.900
0.900Success

Success

Failure

Failure

$115/
0.85 QALD

0.100

No ADEs

No ADEs

No ADEs

No ADEs

Nausea

Nausea

Nausea

Nausea

Inflammation

Inflam.

No ED visit

No ED visit

No ED visit

No ED visit

No ED visit

 ED visit

 ED visit

 ED visit

 ED visit

 ED visit

0.500

0.500

0.500

0.500

0.500

0.500

0.500

0.500

0.500

0.500

0.100

0.100

0.100

0.010

0.010

0.890

0.900

0.890
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choice. Because success rates were similar and 
we obtained actual costs for each medication, 
we varied the probability that the patient would 
go to the ED if the medication was not success-
ful (range, 40% to 90%), the cost of the ED visit 
(range, $100 to $1,000), and the probability of 
inflammation at the injection site (range, 0% to 
15%). Threshold analysis results are found in 
Exhibits 9.3–9.5. For patients with unsuccessful 
medication treatment, if more than 68% sought 
treatment from the ED, Mi-Ject would be less 
expensive, on average, than Mi-Tab (Exhibit 9.3). 
If the cost of an ED visit was over $680, Mi-Ject 
would be less expensive (Exhibit 9.4). The cost 
results were not sensitive to the range of prob-
abilities used for the chance of inflammation at 
the injection site (Exhibit 9.5).

DISCUSSION AND CONCLUSIONS: Mi-Tab 
has a small cost advantage over Mi-Ject ther-
apy. In addition, although Mi-Ject had a small 
advantage in success rate, its QALD value is 

EXHIBIT 9.3

One-Way Sensitivity Analysis for 
the Proportion of Patients who 
Visit an Emergency Department 
(ED) if the Medication does not  
Relieve their Migraine
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Mi-Tab
Mi-Ject

Threshold values:

p_ed = 0.68
EV = $119

EXHIBIT 9.4

One-way Sensitivity Analysis for 
the Cost of an Emergency Depart-
ment (ED) (cost_ED) Visit for a 
Migraine

$138

$132

$126
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$114

$108

$102

$96

$90
$100 $325 $550 $775 $1,000

E
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lu
e

cost_ed

Mi-Tab
Mi-Ject

Threshold values:

cost_ed = $680
EV = $119

EXHIBIT 9.5

One-Way Sensitivity Analysis for 
the Probability of Inflammation at 
the Injection Site for Mi-ject (p_i_ject)

$115.60

$114.90

$114.20

$113.50

$112.80

$112.10

$111.40

$110.70

$110.00
0.000 0.037 0.075 0.112 0.150

E
xp

ec
te

d 
va
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e
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Mi-Tab
Mi-Ject

decreased because of its form (injections are 
not pleasant, and patients can have adverse 
events at the injection site). Therefore, Mi-Tab 
is a cost-effective choice when treating patients 
with migraines.
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Worksheet for Critique of Decision  
Analysis Composite Article 1

1.	 Complete Title?

2.	 Clear Objective?

3.	 Appropriate Alternatives?

4.	 Alternatives Described?

5.	 Perspective Stated?

6.	 Type of Study?
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7.	 Relevant Costs?

8.	 Relevant Outcomes?

9.	 Adjustment or Discounting?

10.	 Reasonable Assumptions?

11.	 Sensitivity Analyses?

12.	 Limitations Addressed?
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13.	G eneralizations Appropriate?

14.	 Unbiased Conclusions?

Cost-Effectiveness Grid

Which cell represents the baseline comparison of Mi-Tab to Mi-Ject?

COST-
EFFECTIVENESS

Lower effectiveness

Same effectiveness

Higher effectiveness

Lower Cost

A CB

FE

G

D

IH

Same Cost Higher Cost

Critique of Decision Analysis Composite Article 1

  1.	 Complete Title: The title did not identify the two therapeutic options that were 
being compared. The title did indicate that the type of study was a cost-utility 
analysis (CUA).

  2.	 Clear Objective: The objective was “to perform a cost-utility analysis compar-
ing two migraine treatments, Mi-Tab to Mi-Ject.” This was clear.

  3.	 Appropriate Alternatives: The authors should explain why these are the 
appropriate alternatives for the MCO.

  4.	 Alternatives Described: The doses of the products should be included in the 
descriptions, especially if more than one strength of the product is available.

  5.	 Perspective Stated: The perspective of the study was explicitly stated as the 
third-party payer, which would entail measuring direct medical costs only.
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  6.	 Type of Study: The study was correctly identified as a CUA because the 
outcomes were measured using QALDs. Some may debate using quality ad-
justments for a day of therapy versus a year of treatment, but patients have 
a different number of migraines per year, so results from 1 day of possible 
impairment was used.

  7.	 Relevant Costs: Based on the perspective, only direct medical costs to a 
third-party provider were assessed. Other costs, such as patient and fam-
ily costs, direct nonmedical costs (e.g., other sector costs), and productiv-
ity (indirect) costs, were not measured. These may be important costs for 
this condition. Specifically, migraines can lead to a reduction in patients’ 
productivity.

  8.	 Relevant Outcomes: It was difficult to calculate outcomes using one measure 
because although relief from the migraine is the most important outcome, 
other factors also weigh into the decision (e.g., pain of injection, difference in 
side effects). QALDs were used as an attempt to compile one outcome measure 
that could take these into account, but the validity of the decrease in QALDs 
should be assessed.

  9.	 Adjustment or Discounting: Costs and outcomes were assessed at one point 
in time (for <1 year), so neither discounting nor adjustment was needed.

10.	 Reasonable Assumptions: It was assumed that QALD values were valid and 
that costs and probabilities were accurate estimates. It was assumed that half 
of the patients would seek help from an ED if the medication did not help 
and the other half would rest until the migraine subsided. In reality, when a 
migraine medication does not work, patients might respond in different ways. 
Some might try another dose of medication or a different medication, and 
some might visit a clinic or physician. The authors did not include these op-
tions, and there was no information provided on what patients typically do if 
the medication is unsuccessful.

11.	 Sensitivity Analyses: Sensitivity analyses were conducted for the probability 
of an ED visit, the cost of an ED visit, and the probability of inflammation at 
injection site.

12.	 Limitations Addressed: The authors did not directly address any limitations.

13.	 Generalizations Appropriate: Although the authors did not directly ad-
dress generalizations of the findings, costs were taken from standard US 
price lists, so generalization to average US third-party payers is reasonable. 
Because of the transparency of the model, readers could substitute their 
costs or other probabilities from other trials or the literature and recalculate 
the answer.

14.	 Unbiased Conclusions: The authors did not overstate the results, although the 
limitations should have been addressed.
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Cost-Effectiveness Grid

COST-
EFFECTIVENESS

Lower effectiveness

Same effectiveness

Higher effectiveness

Lower Cost

A CB

FE

G
Mi-Tab

compared with
Mi-Ject

D

IH

Same Cost Higher Cost

COMPOSITE ARTICLE 2: Decision Analysis— 
Erectile Dysfunction

Note: Pooja Desai, a PhD student, helped develop this composite article.

Title: Cost-effectiveness Analysis of Two Medications  
for Patients Suffering from Erectile Dysfunction

Objective: The aim of this study was to 
evaluate the cost-effectiveness of a new drug 
called NomoreED compared with EDGone for 
the treatment of erectile dysfunction (ED) in 
male patients over 60 years of age. Both drugs 
were recently approved by the Food and Drug 
Administration for the treatment of ED. The 
perspective of this study is that of the payer 
(third-party plus patient co-pay).

Methods: The time frame for the study was 
1 month as the patient would discontinue 
the medication if it did not work in the first 
month. A decision analysis model was used 
for this study. Both drugs have the potential 
to cause serious heart-related adverse effects 
which are expensive to treat. The information 
regarding the two medications is provided in 
Exhibit 9.6. The outcome was measured in 
quality adjusted life months (QALMs), which 
incorporates the patient’s health-related qual-
ity of life due to the presence of ED and the 
potential adverse effects due to the drugs. 
The baseline QALM value for male patients 
over 60 years of age with ED is 0.75. If ED is 

alleviated the QALM improves to 0.85. The 
presence of mild side effects (flushing, head-
ache) decreases QALM by 0.05. Serious adverse 
heart-related events decrease QALMs by 0.40.

Results: The decision tree showing the study 
estimates for the first month on the medication 
are found in Exhibit 9.7. The analysis showed 
that EDGone was less expensive and more ef-
fective compared to NomoreED (cost: $271 
versus $351; QALMs: 0.811 QALMs versus 0.802 
QALMs) and hence would be preferred (see 
Exhibit 9.8). The drug costs and the cost of treat-
ing adverse events were varied over a ±50% range 
and EDGone was still found to be more cost-
effective than NomoreED. The ICERs were not 
calculated as EDGone is the dominant option.

Discussions and conclusions: 
Treating ED patients with EDGone is less 
costly than treatment with NomoreED. ED-
Gone also leads to better health outcomes in 
terms of QALMs. Therefore, treatment with 
EDGone is the dominant choice when com-
pared to NomoreED.
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EXHIBIT 9.6

Erectile
Dysfunction (ED)

EDGone

NomoreED

No ED

ED

No ED

ED

Severe side effects

No side effects

Mild side effects

Severe side effects

No side effects

Mild side effects

Severe side effects

No side effects

Mild side effects

Severe side effects

No side effects

Mild side effects

Decision Tree for ED Composite Article

EXHIBIT 9.7

EDGone NomoreED Source

Cost Estimates

Cost of medication  
(6 tablets/month)

$170 ($50 co-pay + $120 
third-party)

$150 ($50 co-pay + $100 
third-party)

AWP from Red Book

Cost of treating a mild 
adverse event

$10 (patient costs for OTC 
medications)

$10 (patient costs for OTC 
medications)

Expert opinion

Cost of treating a  
serious adverse event

$10,000 ($1,000 co-pay + 
$9,000 third-party)

$10,000 ($1,000 co-pay + 
$9,000 third-party)

Expert opinion

Probability Estimates

Effectiveness (%) 70% 65% Literature

Probability of mild  
adverse events (%)

10% 10% Literature

Probability of serious 
adverse events (%)

1% 2% Literature

Probability of no  
adverse events (%)

100% − 11% = 89% 100% − 12% = 88%

Costs and Probability Estimates for ED Decision Analysis



	 Chapter 9  •  Decision Analysis	 187

Worksheet for Critique of Decision  
Analysis Composite Article 2

1.	 Complete Title?

2.	 Clear Objective?

EXHIBIT 9.8

Path
Path 

Probability Drug Cost AE Cost Total Cost Path Cost QALY Path QALM

EDGone

1 0.007 $170 $10,000 $10,170 $71.19 0.45 0.0032

2 0.070 $170 $10 $180 $12.60 0.80 0.0560

3 0.623 $170 $170 $105.91 0.85 0.5296

4 0.003 $170 $10,000 $10,170 $30.51 0.35 0.0011

5 0.030 $170 $10 $180 $5.40 0.70 0.0210

6 0.267 $170 $170 $45.39 0.75 0.2003

Totals 1.000 $271.00 0.8110

NomoreED

1 0.013 $150 $10,000 $10,150 $131.95 0.45 0.0059

2 0.065 $150 $10 $160 $10.40 0.80 0.0520

3 0.572 $150 $150 $85.80 0.85 0.4862

4 0.007 $150 $10,000 $10,150 $71.05 0.35 0.0025

5 0.035 $150 $10 $160 $5.60 0.70 0.0245

6 0.308 $150 $150 $46.20 0.75 0.2310

Totals 1.000 $351.00 0.8020

Calculations for ED Decision Analysis



188	 Part II  •  Advanced Topics

3.	 Appropriate Alternatives?

4.	 Alternatives Described?

5.	 Perspective Stated?

6.	 Type of Study?

7.	 Relevant Costs?

8.	 Relevant Outcomes?

9.	 Adjustment or Discounting?
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10.	 Reasonable Assumptions?

11.	 Sensitivity Analyses?

12.	 Limitations Addressed?

13.	G eneralizations Appropriate?

14.	 Unbiased Conclusions?

  1.	 Complete Title: The title does not give the names of the two therapeutic options 
that were compared. The title indicates that the study was a cost-effectiveness 
analysis (CEA). The outcomes were measured in QALM which would make this 
study a cost-utility analysis (CUA) but a CUA is a subtype of CEA.

  2.	 Clear Objective: The objective was clearly stated as “to evaluate the cost-
effectiveness of a new drug called NomoreED compared to EDGone for the 
treatment of erectile dysfunction (ED) in male patients over 60 years of age.”

Critique of Decision Analysis Composite Article 2
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  3.	 Appropriate Alternatives: The appropriateness of the two alternatives (ED-
Gone and NomoreED) should have been clearly explained by the authors. The 
authors do mention that both drugs have been approved by the FDA for ED 
treatment.

  4.	 Alternatives Described: The authors mention that six tablets are required per 
month. However, the strength of the medications should have been clearly 
described.

  5.	 Perspective Stated: The perspective was clearly stated as the payers (third party 
and patient). Thus, only medical costs, including the patient copays, were in-
cluded in the analyses.

  6.	 Type of Study: The study has been identified as a cost-effectiveness analysis. 
The outcomes were measured as QALMs and hence it would be better classi-
fied as a cost-utility analysis. However the CUA is a type of CEA. There may be 
debate regarding the quality adjustment of a month instead of a year but the 
patients likely will discontinue the medication if it is not found to be effective 
in the first month of use. Thus, QALMs were used as the outcome measure.

  7.	 Relevant Costs: Based on the stated perspective, the direct medical costs 
including the patient copayment were included in the analyses. Other costs, 
such as lost productivity costs due to heart-related adverse events, were not 
included.

  8.	 Relevant outcomes: The outcome used was QALM. In addition to the propor-
tion of successfully treated patients, it is also important to incorporate the 
improvement in the health-related quality of life experienced by the patients. 
Thus, QALM was an appropriate outcomes measure.

  9.	 Adjustment and Discounting: The costs were only calculated for a 1-month 
period and hence no adjustment or discounting was required.

10.	 Reasonable Assumptions: It was assumed that the QALM values were valid 
and the probabilities obtained from literature were accurate. The analysis was 
carried out only for a 1-month period. Follow-up for longer periods may be 
needed.

11.	 Sensitivity Analyses: Sensitivity analyses were conducted by varying the cost 
of the drugs and the cost of treating the side effects over a ±50% range. Results 
were not sensitive to these ranges.

12.	 Limitations Addressed: The authors did not directly address any limitations.

13.	 Generalizations Appropriate: The authors used costs from the Red book and 
the model is quite straightforward. Readers could substitute costs and prob-
abilities relevant to other populations, and recalculate results.

14.	 Unbiased Conclusions: The authors do not overstate their results. Based on 
these numbers and sensitivity analyses, EDGone is the dominant option over 
NomoreED for the treatment of ED for this population.
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Questions/Exercises

1.	 The chart represents a sensitivity analysis.
	 What is the threshold value for this chart, and what does this mean?

	

$500
Drug A

Drug BNet benefit
($)

$400

$300

$200

$100

0.02 0.03 0.04 0.05

Probability of side effects for drug A (p)

2.	 Decision tree exercise:
	 You are interested in comparing the costs and outcomes over a 1-year time-

period of preventative strategies for postmenopausal women with osteoporosis. 
You plan to compare three options: (1) Oral Cal-More, 10 mg/day; (2) Nasal Cal-
More, 200 IU/day; and (3); Long-acting Cal-More, 70 mg, once a week. (Note: 
These are not real product names.) The main outcome measured is incidence of 
bone fracture and the effect on QALYs. Each year, about 5% of the patients tak-
ing once-a-day oral Cal-More have a fracture (95% do not), about 10% of those 
taking nasal Cal-More experience a fracture (90% do not), and 5% of those tak-
ing long-acting Cal-More experience a fracture (95% do not). The cost of treat-
ing a fracture is $3,000, and a fracture decreases a person’s QALY by 0.5 QALYs. 
Once-a-day oral Cal-More causes gastrointestinal (GI) complications in 5% of 
the patients. Nasal Cal-More causes nasal irritation or bleeding in 10% of the 
cases. Once-a-week oral Cal-More causes GI complications in 2% of the patients. 
The average cost of treating GI complications is $200, and QALYs are decreased 
by 0.2. The average cost of treating nasal problems is $100, and QALYs are de-
creased by 0.1.

The costs per year of the three medications are:
Once-a-day oral Cal-More = $600

	 Once-a-day nasal Cal-More = $800
	 Once-a-week oral Cal-More = $1,000

a.	 Draw the decision tree.
b.	 Calculate the average cost for each treatment.
c.	 Calculate the average QALY for each treatment.
d.	 Calculate the average cost per QALY for each treatment.
e.	 Calculate the marginal cost per QALY between options 1 (oral once a day) 

and 2 (nasal once a day).
f.	 Calculate the marginal cost per QALY between options 1 (oral once-a-day) 

and 3 (oral once a week).
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g.	 If option 1 is considered the standard treatment, place a 2 in the cell that 
represents the comparison of option 2 (nasal once a day) with the standard 
(oral once a day) Then place a 3 in the box that compares option 3 (oral once 
a week) to the standard (oral once a day).

Outcome (QALY)

Cost ($)

Lower Cost Same Cost Higher Cost

Lower outcome

Same outcome

Better outcome
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✦ Overview

In Chapter 9, relatively simple models and short-term health consequences were 
presented. For many diseases and conditions, more complex outcomes and longer 
follow-up periods need to be modeled. For these analyses, patients may move back 
and forth, or transition, between health states over periods of time.1–4  For exam-
ple, a patient who has a blood clot (embolism) may be given a blood thinner (anti-
coagulant) to reduce the risk of further embolisms. Three possible health states are 
the patient dies from the embolism, the patient has blood-related problems from 
the medications (e.g., internal bleeding), or the patient lives with no complications 
or side effects. Outcomes past this initial health state can be followed further to 
see whether patients develop future embolisms or future internal bleeding. Each 
follow-up interval is called a cycle, the time period that is determined to be clini-
cally relevant to the specific disease or condition. Markov analysis allows for a 
more accurate presentation of these complex scenarios that occur over a number 
of cycles, or intervals.

✦ Steps in Markov Modeling

There are five steps for Markov modeling: (1) choose the health states that repre-
sent the possible outcomes from each intervention; (2) determine possible transi-
tions between health states; (3) choose how long each cycle should be and how 
many cycles will be analyzed; (4) estimate the probabilities associated with moving 

Markov Modeling

Objectives
Upon completing this chapter, the reader will be able to:

1.	 Explain when Markov modeling may be useful.

2.	 List the steps in Markov modeling.

3.	 Interpret a pictorial representation of a Markov model.

4.	 Explain the advantages and disadvantages of Markov 
modeling.

Chapter  10
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(i.e., transitioning) in and out of health states; and (5) estimate the costs and out-
comes associated with each option.1 Each step is discussed in this chapter using 
a general example (Fig. 10.1) and a more specific diabetes mellitus (DM) example 
(Fig. 10.2). The DM analysis will model the cost-effectiveness of using a speci-
fied diet and exercise plan to increase the length of time that prediabetic patients 
(impaired glucose tolerance [IGT] is plasma glucose >140 to <200 mg/dL 2 hours 
after glucose challenge) avoid the transition to DM (plasma glucose >200 mg/dL 
2 hours after glucose challenge). For the DM example, patients are followed up for 

Cycle 1

1.00 0 0 1.00 1.00 1.00 1.00

0.70 0.20 0.10 0.90 1.90 0.80 1.80

0.49 0.26 0.25 0.75 2.65 0.62 2.42

0.34 0.26 0.40 0.60 3.25 0.47 2.89

0.00 0.00 1.00 0 4.99 0 4.16

Well Sick Dead

Percent
Well

Percent
Sick

Percent
Dead

Life
Years
Per
Cycle

Total
Life
Years

QALY
Per
Cycle

Total
QALY

Cycle 2 Well Sick Dead

Cycle 3 Well Sick Dead

Cycle 4 Well Sick Dead

Cycle 20 Well Sick Dead

Example Calculations:
Cycle 1 to Cycle 2
   70% of 100% stay well = 70% well
   20% of 100% get sick = 20% sick
   10% of 100% die = 10% dead
Cycle 2 to Cycle 3
   70% of 70% stay well = 49% well
   20% of 70% (14%) get sick plus 60% of 20% stay sick (12%) = 26% sick
   10% of 70% (7%) die plus 40% of 20% (8%) die + 100% of 10% (10%) stay dead = 25% dead
Cycle 3 to Cycle 4
   70% of 49% stay well = 34% well
   20% of 49% (10%) get sick plus 60% of 26% (16%) stay sick = 26% sick
   10% of 49% (5%) die plus 40% of 26% (10%) die + 100% of 25% stay dead (25%) = 40% dead
QALY Calculations
   Cycle 1 = 100% * 1.0 QALY = 1.00 QALY
   Cycle 2 = (70% * 1.0 QALY) + 20% (0.5 QALY) + 10% (0 QALY) = 0.80 QALY
   Cycle 3 = (49% * 1.0 QALY) + 26% (0.5 QALY) + 25% (0 QALY) = 0.62 QALY
   Cycle 4 = (34% * 1.0 QALY) + 26% (0.5 QALY) + 40% (0 QALY) = 0.47 QALY

FIGURE 10.1.  Bubble diagram for a general Markov model.
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Cycle 1

Without Diet and Exercise Program

1.00 0.00 1.00 1.00

0.90 0.10 0.90 1.90

0.81 0.19 0.81 2.71

0.73 0.27 0.73 3.44

0.66 0.34 0.66 4.10

IGT DM

IGT DM

IGT DM

IGT DM

IGT DM

Years
IGT per
Cycle

Total
Years
IGT

Cycle 2

Cycle 3

Cycle 4

Cycle 5

Cycle 1

With Diet and Exercise Program

1.00 0.00 1.00 1.00

0.95 0.05 0.95 1.95

0.90 0.10 0.90 2.85

0.86 0.14 0.86 3.71

0.81 0.19 0.81 4.52

IGT DM

IGT DM

IGT DM

IGT DM

IGT DM

Years
IGT per
Cycle

Total
Years
IGT

Cycle 2

Cycle 3

Cycle 4

Cycle 5

FIGURE 10.2.  Bubble diagram for the diabetes example.

IGT 5 Impared Glucose Tolerance DM 5 Diabetes Mellitis.
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5 years, and it is assumed that none of the patients die during this time frame. The 
cost of the diet and exercise program is $300 per year. (Estimates and probabilities 
for this example are used for illustrative purposes only. Published research articles 
should indicate how these estimates were derived.)

Step 1: Choose Health States

First, a delineation of mutually exclusive health states should be determined by 
listing different scenarios a patient might reasonably experience. These are referred 
to as Markov states. Patients cannot be in more than one health state during each 
cycle. A simple general example is “well, sick, or dead.” Graphically, by convention, 
each health state is placed in an oval or circle in a bubble diagram (Fig. 10.1). Time 
cycles are depicted on the left of the graph. For the DM example, we are concerned 
with two health states: IGT and DM (Fig. 10.2). A more complex Markov model is 
illustrated in Example 10.1.

Step 2: Determine Transitions

Next, possible transitions between states are determined based on clinical infor-
mation. Can patients move (i.e., transition) from one health state to another? 
For example, if the patient dies, this is called an absorbing state. An absorb-
ing state indicates that patients cannot move to another health state in a later 
cycle. Graphically, arrows are used to indicate which transitions are allowed. In 
the general example given in Figure 10.1, we assume that everyone starts out in 
the well state. For cycle 1, each patient can stay well, or can move to the sick or 
dead states. For the next cycle, patients in the well state can again stay well or 
move to the sick or dead states. Those in the dead state cannot move back to the 
other two states. Depending on the disease of interest, patients may or may not 
be able to move back to the well state after being in the sick state. For example, 
if a patient gets sick from an infection, it is likely that he or she can recover and 
become well. If the patient contracts AIDS, he or she may be able to prevent some 
symptoms or prolong his or her life with medication, but the person would not 
move back to the well state. For the diabetes example, we will assume that if a 
patient transitions from the prediabetic state to DM that he or she cannot return 
to the prediabetic state. Thus, in the diabetes Markov model (Fig. 10.2), DM is an 
absorbing state.

Below is a Markov model developed to estimate costs and outcomes associated 
with 1 year of treatment of gastroesophageal reflux disease (GERD). GERD is char-
acterized by recurrent heartburn and regurgitation (hence the term reflux) and may 
permanently damage the lining of the esophagus. Both histamine-2 receptor agonists 
(H2RAs) and proton pump inhibitors (PPIs) are used to treat this disease. In most 
cases, PPIs are more expensive than H2RAs, so after GERD patients are in remis-
sion (no symptoms), lower cost treatments may be used for maintenance therapy. 

EXAMPLE 10.1	� Summary of Markov Model for Maintenance 
Treatment for Gastroesophageal Reflux Disease
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The authors chose to compare three options for continued therapy: standard-dose 
H2RAs, low-dose PPIs, and standard-dose PPIs. The nodes with an M inside a circle 
indicate that a Markov analysis is being used. In this case, the model was run for 
12 cycles of monthly treatment.

Symptom controlled

Symptom 
uncontrolled

Symptom controlled

Continue low-dose PPI

Step-down treatment

Continue 
standard-dose H2RA

Remission

Relapse: 
Step-up
treatment

Relapse: 
Step-up
treatment

Relapse: 
Step-up
treatment

Remission

Remission

Symptom 
uncontrolled

Symptom controlled

Symptom 
uncontrolled

 Standard-dose
 H2RA

Standard-dose
PPI

Low-dose PPI

GERD 
patients
with healed
esophagitis

M

M

M

Step-down
treatment

Continue 
step-up
treatment

Step-down
treatment

Continue 
step-up
treatment

Step-down
treatment

Continue 
step-up
treatment

Step-up treatment: Standard-dose H2RA or Low-dose PPI        Standard-dose PPI
High-dose PPI         24-hour pH monitoring, duodenoscopy, surgery evaluation

Step-down treatment:  High-dose PPI         Standard-dose PPI         Low-dose PPI
Standard-dose H2RA      

This example and figure are adapted with permission from You JH, Lee AC, Wong 
SC, Chan FK. Low-dose or standard-dose proton pump inhibitors for maintenance 
therapy of gastroesophageal reflux disease: A cost-effectiveness analysis. Alimentary 
Pharmacology and Therapeutics 17(6):785–792, 2003. Used with permission of 
Blackwell Publishing.

Step 3: Choose the Cycle Length and Number of Cycles

The cycle length depends on the disease being modeled. For the example of pa-
tients with a blood clot given in the first paragraph of the chapter, a cycle of 1 week 
might be enough time to determine the number of patients with additional blood 
clots or bleeding. For chronic diseases, a cycle length of 1 year is commonly used. 
Again, the number of cycles depends on clinical relevance. Sometimes the model is 
run for the natural lifetime of the patients or until a certain percent of the cohort is 
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in the absorbing state. For the general example (Fig. 10.1), the model was run until 
there was no one left in the well or sick health states (20 cycles). For the diabetes 
example (Fig. 10.2), five 1-year cycles were used to determine the impact of the diet 
and exercise program on progression to diabetes.

Step 4: Estimate Transition Probabilities

Transition probabilities are used to estimate the percent of patients who are 
likely to move from one health state to another during each cycle. These probabil-
ity values usually come from previous research or expert panel estimates. For the 
general example, the transition probabilities are given in Table 10.1. This matrix 
of transition probabilities contains zeros when patients are not allowed to move 
from one state to another. For the diabetes example, estimates were used for those 
with and without the diet and exercise program. For patients who did not receive 
the specific diet and exercise program, there was a 10% probability per year (cycle) 
that they would transition from IGT to DM (90% would stay in the IGT state). For 
patients who received the program, the probability of DM was reduced to 5% per 
year (95% would stay in the IGT state). It was assumed that after patients were di-
agnosed with DM, they could not transition back to IGT. Figure 10.3 shows a dif-
ferent method to depict the general Markov model and includes these probabilities 
for each arrow that links the health state transitions. Figures 10.4 and 10.5 include 
the probabilities for the diabetes example.

Step 5: Calculate Costs and Outcomes

Outcomes for each health state should be estimated and given a value. If the out-
come of interest is years of life gained or saved and each cycle is for 1 year, then each 
person who is alive during a cycle gets a value of 1.0 as his or her outcome for that 
cycle. It is common to adjust each year of life in each cycle for the quality of health 
that year. In Figure 10.1, for each year in a well state, the value is 1.0, and for each 
year in the sick state, the value is 0.5, and the value for the dead state is 0. Costs 
in each health state should be estimated as with simple decision analyses. The 
total costs and outcomes are then summed for all cycles. Figure 10.2 shows that 
the 5-year diet and exercise program corresponds with an extra 0.42 years (about 
5 months) of being in the IGT state before being diagnosed with DM (4.52 years 
versus 4.10 years in IGT). The additional costs for patients in the program are 
$300 per year or $1,500 for 5 years if costs are not discounted. The 5-year cost 
estimate would be $1,415 if discounted using a 3% discount rate. This calculates 

Table 10.1. Transition Probabilities Per Cycle  
for General Example

To Health State

Total Per CycleWell Sick Dead

From Health State

Well 0.70 0.20 0.10 1.00

Sick 0.00 0.60 0.40 1.00

Dead 0.00 0.00 1.00 1.00
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IGT

Model and transition probabilities without diet and exercise program

DM
Absorbing

state

0.10

0.90

FIGURE 10.4.  Alternate representation of a Markov model for 
the diabetes example without the diet and exercise program.

WELL

SICK

DEAD
Absorbing state

0.10

0.20

0.70

0.60

0.40

FIGURE 10.3.  Alternate representation of a Markov model for the general example.
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to about $3,571 incremental cost for an extra year without DM ($1,500/0.42 years) 
if costs are not discounted or $3,369 if discounting is conducted ($1,415/0.42 
years). As mentioned in Chapter 5 on cost-effectiveness analysis, there is no consen-
sus on whether or not to discount outcomes (in this example, years without DM). 
Therefore, some researchers may discount outcomes as well as costs in this analy-
sis. The costs of treating patients with DM would be included for both options in 
a more complete model. Computer software helps with more complex calculations.

✦ Disadvantages of Markov Modeling

By their nature, Markov models can be more complex than simple decision trees 
and therefore less transparent to decision makers. Researchers strive to strike a 
balance between developing models that are more complex but better able to cap-
ture the true nature of the disease state and developing simpler models that are 
easier to interpret but may not include important clinical factors.

A commonly cited disadvantage of Markov modeling is that it is “memoryless” 
because the Markovian assumption is that the probability of moving from state 
to state is not based on the previous experiences from former cycles. In practice, 
a patient’s medical history is an important determinant in the probability of his 
or her future health. More advanced and complex computations, such as using 
tunnel states, allow for integration of health experiences from previous cycles.4,5  
Another disadvantage is that the data needed to estimate probabilities and costs, 
especially in the long term, are often unavailable. Most clinical studies measure 
outcomes for a short time, and extrapolation into the future may compound errors 
in estimations.

IGT

Model and transition probabilities with diet and exercise program

DM
absorbing

state

0.05

0.95

FIGURE 10.5.  Alternate representation of a Markov 
model for the diabetes example with the diet and exercise 
program.
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✦ Advanced Issues

An overview of some advanced issues related to Markov modeling is included in 
this section. Some advanced topics are addressed in more depth elsewhere (see 
“References” and “Suggested Readings” sections).

Constant Versus Variable Transition Probabilities

For the examples given in this chapter, it was assumed that the probability of tran-
sitioning from one Markov state to another was constant over time from cycle to 
cycle. A Markov chain model is used for constant probabilities. However, this may 
not be consistent with the information that is known about a disease process. For 
example, the probability of staying asymptomatic may be 90% per year for the first 
5 years of a disease and then may decrease to 80% per year for the next 5 years. Also, 
if the model extends out over a long period, the cohort “ages,” and higher mortality 
rates from aging should be taken into account for future cycles. Time-dependent 
Markov process models can incorporate changes in probabilities for each cycle by 
incorporating data from a reference table that lists the probabilities for each cycle 
based on more realistic clinical information.

Calculation Methods

The two basic calculation methods used to determine the results of a Markov 
analysis are cohort simulation and Monte Carlo simulation.

Cohort Simulation

Cohort simulation uses a hypothetical group (cohort) of patients that usually 
start out in the same health state. At each cycle, the transition probabilities are 
applied. (Probabilities may be the same for every cycle if using a Markov chain 
analysis, or they may vary by cycle if using a Markov process analysis.) The number 
of patients in each cycle is calculated and summed using matrix algebra. This type 
of calculation can incorporate discount rates to account for time value associated 
with costs and outcomes. The composite article for this chapter uses a cohort sim-
ulation technique and incorporates discount rates. Cohort simulation models (as 
well as the decision analysis models in Chapter 9) are referred to as deterministic 
analyses. This means that probabilities and costs are set (predetermined) numbers, 
and variability (i.e., uncertainty) in these numbers is not taken into account. 
Therefore, for a specific model, the analysis always gives the same numerical results.

Monte Carlo Simulation

Monte Carlo simulation is a type of stochastic analysis that takes into account 
uncertainty or variability at the patient level. A random patient is sent through the 
model, and outcomes and costs are calculated individually for that patient. Then 
one by one, more random patients are sent through the model. The path through 
the model that each patient may take is different because of random variation, and 
results for a specific model can result in different answers each time the simulation 
is conducted because of the randomness at chance nodes in the model. If a large 
number of patients (e.g., 100,000) are sent through the model one at a time, the 
results may be close to the results of the cohort simulation.
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First-order Monte Carlo simulation (sometimes called microsimulation or in-
dividual simulation) is used to take into account the patient-level variability seen 
in medical practice. Second-order simulation deals with uncertainty of the statisti-
cal parameters (versus uncertainty at the patient level). This may be referred to as 
probabilistic sensitivity analysis and is beyond the scope of this book. Explanations 
and examples can be found elsewhere.6 

Half-Cycle Corrections

The basic Markov models illustrated so far assume that patients stay in one health 
state for the entire cycle (e.g., 1 year) and transition at the end of each cycle. In 
reality, patients move between health states in a continuous fashion over each 
cycle rather than all transitioning at the end of the cycle. In the diabetes example, 
everyone was given credit for a whole year in the IGT health state for the first 
cycle before some patients transitioned to DM. In reality, some of these patients 
would have transitioned to DM before the 1-year mark. Researchers adjust for this 
potential overestimation of costs and outcomes by using a half-cycle correction 
which moves patients between beginning and ending cycles at the halfway mark. 
Mathematically, this is accomplished by dividing the costs and outcomes in the 
first and last cycle by 2. 

✦ Other Advanced Topics

Scatterplots and Cost-Effectiveness Acceptability Curves (CEACs)

As shown in Chapter 5, the incremental costs and incremental effects can be rep-
resented visually using the four quadrants of the cost-effectiveness plane. The 
horizontal axis divides the plane according to incremental costs (positive above, 
negative below) and the vertical axis divides the plane according to incremental ef-
fects (positive to the right, negative to the left). Previous examples of incremental 
cost-effectiveness ratios (ICERs) used “point estimates” of both costs and effective-
ness measures, without regard to how these points might vary. Using point esti-
mates, there would be one point on the CE plane to illustrate the ICER between two 
alternatives. Using one point to illustrate each difference in estimates does not take 
into account any uncertainty in the measurement, or estimates, of costs or effects. 
Due to imprecise information on the effectiveness of and the resources consumed, 
both the costs and effects of health interventions are associated with some degree 
of uncertainty. One method that is typically used to represent the uncertainty in 
the costs and effects associated with a treatment is a scatter plot of simulated (by 
bootstrapping or probabilistic modeling) incremental cost and effect pairs on the 
incremental cost-effectiveness plane. In an example comparing Statin A and Statin 
B, the point estimate of differences in costs was calculated to be $5,000 higher 
for Statin A than for Statin B; and the point estimate of differences in effect was 
calculated to be 0.13 QALY higher for Statin A than for Statin B; which would 
result in a ICER of $5,000/0.13 = $38,462 per additional QALY. A scatterplot of 
joint comparisons of potential differences in costs and effects (i.e., plot of cost-
effect pairs) for different theoretical patients based on variations (uncertainty) of 
these variables is illustrated in Figure 10.6. The cost differences range from −$300 
(savings of $300 for Statin A) to about $10,000. The effect differences range from 
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0.10 to 0.14 additional QALYs for Statin A compared to Statin B. Over 95% of 
the points from the cost-effect pairs fall in quadrant I (northeast), indicating that 
Statin A is more costly and more effective for these points. For the few points 
that fall in quadrant II (southeast), these paired comparisons show Statin A is less 
costly and more effective (i.e., dominant). The next question is to determine the 
probability that the added value is worth the added cost. The angled straight line 
(ray) in Figure 10.6 indicates where the ICER is $50,000 per QALY (a commonly 
used threshold or ceiling ratio). To calculate the probability that Statin A is cost-
effective compared with Statin B, the proportion of the scatter plot points that 
fall to the south and east of the ray is determined. In this example the probability 
(proportion) is 82% that Statin A is cost-effective at the threshold of $50,000. Since 
the maximum acceptable ceiling ratio, or threshold, is not always stated, (and a 
standard has not been agreed upon), a sensitivity analysis should be undertaken. 
This is accomplished by using a cost-effectiveness acceptability curve (CEAC). 
This curve is constructed by plotting the proportion of the incremental cost-effect 
pairs that are cost-effective for a range of threshold or ceiling values. Figure 10.7  
illustrates the CEAC for the Statin example. As mentioned, at the ceiling of $50,000, 
82% of the points are in the cost-effective range. If the maximum threshold was re-
duced to $35,000/QALY (ray angle moves down and right) the proportion of cost-
effect points decreases to 41%, whereas if the ceiling is raised to $65,000/QALY (ray 
angle increases up and to the left) the proportion increases to 96%. Note that if a 
QALY is valued at $100,000 the probability of cost-effectiveness of Statin A calcu-
lated using joint ratios is 100% (all points would fall below the ray).

Summary

Markov analysis provides a method of adding a time component to decision analy-
ses and is useful when modeling health events that can occur repeatedly over time. 
It may be a more realistic representation of more complex disease states. Markov 
modeling can start with clinical (usually short-term) data and incorporate more 
long-term data from studies of natural disease progression and epidemiology. For 
a specific research question, the possible health states are defined, the relevant 
length and number of cycles are determined, transition probabilities between 
health states are estimated, and both costs and outcomes over a number of cycles 

$10,000

$8,000

$6,000

$4,000

$2,000

$0

-$2,000

0.00 0.05 0.10 0.15 0.20-0.05

Incremental QALYs

In
cr

em
en

ta
l C

os
t

FIGURE 10.6.   Scatterplot. Statin A versus Statin B.
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are calculated and summed. The probabilities of transitioning from one state to 
another may be held constant over time (Markov chain analysis) or may differ 
depending on the cycle (Markov process analysis). A limitation of Markov mod-
eling is the assumption that the probability of moving from state to state is not 
dependent on previous health states the patient may have experienced, which may 
not be a realistic depiction for some research questions. More advanced (but more 
complex) analyses have been used to address this limitation.
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FIGURE 10.7.   Cost-effectiveness Acceptability Curve. Statin A versus Statin B.

Note: Haesuk Park, a PhD student, helped develop this composite article.
More information about this topic can be found in the following references:
Athan E, O’Brien DP, Legood R. Cost-effectiveness of routine and low-cost CD4 T-cell count compared with WHO clinical staging 
of HIV to guide initiation of antiretroviral therapy in resource-limited settings. AIDS 24:1887–1895, 2010.
Panel on Antiretroviral Guidelines for Adults and Adolescents. Guidelines for the use of antiretroviral agents in HIV-1 in-
fected adults and adolescents. Department of Health and Human Services. Available at http://aidsinfo.nih.gov/contentfiles/
lvguidelines/adultandadolescentgl.pdf.
World Health Organization (WHO). HIV/AIDS Programme. WHO case definitions of HIV for surveillance and revised clinical 
staging and immunological classification of HIV-related disease in adults and children. Available at http://www.who.int/hiv/pub/
guidelines/HIVstaging150307.pdf

Title: Cost-Effectiveness of Two Methods to Guide 
Initiation of Antiretroviral Therapy in Sub-Saharan Africa

Composite Article 1: Markov Modeling—Initiation  
of HIV therapy

INTRODUCTION: It was estimated that 22.5 
million adults and children live with Human 
immunodeficiency virus (HIV) in sub-Saharan 

Africa. One indication of the impact of having 
this virus can be measured by determining the 
level of CD4 cells in a patient’s blood sample. 

http://aidsinfo.nih.gov/contentfiles/�lvguidelines/adultandadolescentgl.pdf
http://www.who.int/hiv/pub/guidelines/HIVstaging150307.pdf
http://aidsinfo.nih.gov/contentfiles/�lvguidelines/adultandadolescentgl.pdf
http://www.who.int/hiv/pub/guidelines/HIVstaging150307.pdf
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If CD4 cells become depleted, the patient is left 
vulnerable to a wide range of infections. In the 
developed countries, highly active antiretro-
viral therapy (ART) in the late 1990s brought 
significant improvement in the quantity and 
quality of life for patients with HIV. The results 
of randomized controlled trials and several ob-
servational cohort studies demonstrated that 
ART can reduce transmission of HIV and is a 
cost-effective intervention. The Department 
of Health and Human Services Panel recom-
mends ART for patients with CD4 counts 
≤500 cells/mm3  (“strong” recommendation 
for CD4 counts <350 cells/mm3  and “moder-
ate” recommendation for CD4 counts 350 to 
500 cells/mm3). In developing countries, the 
initiation of ART is guided by the patient’s 
CD4 cell count (some treat if ≤200 cells/mm3, 
others when the count gets ≤350 cells/mm3 or 
less). Where reliable CD4 cell count testing is 
not available, the World Health Organization 
(WHO) has developed clinical staging guide-
lines for the initiation of ART. Symptomatic 
stage 3 (advanced immunosuppression) and 
stage 4 (severe symptoms/AIDS) indicate the 
need to start ART. The objective of this study 
was to develop a Markov model of HIV infec-
tion and compared the direct health care costs 
and benefits in life years or quality-adjusted 
life years (QALYs) gained using two methods 
to assess the need to start ART: (1) routine 
CD4 cell count versus (2) WHO clinical stag-
ing of HIV. The incremental cost-effectiveness 
ratios (ICERs) in US dollars per life year (LY) 
and quality-adjusted life year (QALY) were esti-
mated from the perspective of the public health 
services in a sub-Saharan African setting.

WHO clinical staging of established HIV infection

HIV-Associated Symptoms WHO Clinical Stage

Asymptomatic 1

Mild symptoms 2

Advanced symptoms 3

Severe symptoms 4

METHODS: A Markov state transition proba-
bility model, following a hypothetical cohort of 
10,000 HIV-infected individuals starting with 
a CD4 cell count more than 350 cells/mm3, 
was developed comparing the two approaches 

EXHIBIT 10.1

Markov Model 4 Count

CD4 > 350

Death

CD4 < 200 all on ART

0.045 die
despite ART

CD4 > 350
0.025 die

0.45
recover on

ART

0.05
early on ART

(10,000)

0.10

to guide initiation of ART (Exhibits 10.1 and 
10.2). The Markov model was constructed in 
Microsoft Excel to estimate the total direct 
medical costs, patients’ life expectancy, and 
quality of life for the two options. Three health 
states were used in the model: (1) CD4 cell 
count of 350/mm3  or more (no treatment), 
(2)  CD4 cell count of 200 or less or WHO 
stage 3 or 4 (AIDS) (treatment with ART), and 
(3) death. Patients in the model were reviewed 

EXHIBIT 10.2

Markov Model—WHO Staging

CD4 > 350

Death

WHO stages 3, 4 (AIDS)
all on ART

0.015 die
despite ART

CD4 > 350
0.05 die

0.45
recover on

ART

0.05 die
early on ART

(10,000)

0.05
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EXHIBIT 10.3

Transition Probabilities
CD4 Cell Testing to Guide Antiretroviral Therapy

CD4 > 350 → CD4 < 200 10.00%

CD4 > 350 → death 2.50%

CD4 < 200 → CD4 > 350  
recover on ART

45.00%

CD4 < 200 → die early on ART 5.00%

CD4 < 200 → die despite ART 4.50%

WHO Staging 3, 4 (AIDS) to Guide  
Antiretroviral Therapy

CD4 > 350 → WHO stages  
3, 4 (AIDS)

5.00%

CD4 > 350 → death 5.00%

WHO stages 3, 4 (AIDS) → CD4  
> 350 recover on ART

45.00%

WHO stages 3, 4 (AIDS) → die early 
on ART

5.00%

WHO stages 3, 4 (AIDS) → die  
despite ART

1.50%

annually for consideration of ART by either 
CD4 cell count of 200 mm3 or less or by WHO 
stage 3 or 4 criteria. It is possible that patients 
who receive ART could go back to the state of 
CD4 cell count more than 350 mm3. A portion 
of patients would progress despite commence-
ment of ART. The transition probabilities were 
based on published studies and are listed in 
Exhibit 10.3. The costs of treating HIV patients 
include the costs of providing ART and other 
direct health care treatment costs such as treat-
ing opportunistic infections, and monitoring 
and treating adverse effects of therapy. The 
costs of first-line and second-line ART are 
derived from published studies in developing 
countries. All costs used in the model were 
reported in 2008 US dollars. These estimates 
appear in Exhibit 10.4. In the base case analysis, 
future costs and outcomes were discounted at 
3% per annum as recommended in a developing 
country setting. Twenty 1-year cycles were mod-
eled. Sensitivity analyses were conducted for 
costs, time horizon and the discount rate. The 
cost-effectiveness threshold used in this analy-
sis is based on an ICER per QALY gained below 
the per capita gross domestic product (GDP) 

EXHIBIT 10.4

Costs, Health Care Utilization, 
and Utilities
Costs (per year)

CD4 cell test routine  $15

Drug cost

ART first-line $300

ART second-line $680

Health care cost

Inpatient $180

Outpatient   $30

Health care Utilization (per year)

Inpatient visits

CD4 cell count > 350 4.0

CD4 cell count ≤ 200 1.0

AIDS 2.0

Outpatient visits

CD4 cell count > 350 3.0

CD4 cell count ≤ 200 9.0

AIDS 8.0

Utilities

CD4 cell count > 350 0.890

CD4 cell count < 200 0.830

AIDS 0.730

for the Republic of South Africa ($9,800) and 
Cote d’Ivoire ($1,700). (See Exhibit 10.5 for 
model and calculations.)

RESULTS: Exhibit 10.6 shows that for base-
line calculations, the total costs and effects, in 
terms of life years (LYs) and QALYs for indi-
viduals assessed by WHO staging criteria were 
$8,710, 10.46 LYs, and 9.17 QALYs, respec-
tively. For those individuals assessed by annual 
routine CD4 cell count testing, the costs, LYs, 
and QALYs were $10,013, 11.87 LYs, and 10.46 
QALYs, respectively. With these estimates, the 
ICER of CD4 cell count testing compared with 
the WHO clinical staging was $923 per life year 
gained and $1008 per QALY gained. Sensitivity 
analysis (Exhibit 10.7) shows this result to be 
robust to the ranges given because the highest 
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EXHIBIT 10.5

Calculations of the Markov Model
A. Data Markov Analysis: CD4 Cell Count Testing

Markov State Outcome Cost

Cycle
CD4 > 
350

CD4 < 
200 all 
on ART Death

Life 
Years QALYs

CD4 Cell 
Test  

Routine 
($)

ART Cost 
($)

Health 
Care Cost 

(Inpatient and 
Outpatient) ($)

Total Cost (CD4 
Cell Test +ART+ 

Health Care 
Costs) ($)

0 10,000 0 0 10,000 8,900 150,000 0 8,100,000 8,250,000

1 8,750 1,000 250 9,466 8,367 141,990 475,728 7,317,961 7,935,680

2 8,106 1,330 564 8,895 7,841 133,419 614,290 6,753,287 7,500,996

3 7,691 1,416 893 8,334 7,340 125,016 634,861 6,284,450 7,044,327

4 7,367 1,413 1,220 7,801 6,868 117,020 615,303 5,867,013 6,599,336

5 7,082 1,380 1,538 7,299 6,425 109,491 583,201 5,484,046 6,176,738

6 6,818 1,336 1,846 6,829 6,010 102,431 548,260 5,128,481 5,779,172

7 6,567 1,290 2,143 6,388 5,622 95,821 513,826 4,796,826 5,406,473

8 6,326 1,243 2,430 5,976 5,259 89,635 480,993 4,486,923 5,057,552

9 6,095 1,198 2,706 5,590 4,920 83,848 450,060 4,197,150 4,731,058

10 5,873 1,155 2,973 5,229 4,602 78,435 421,044 3,926,130 4,425,609

11 5,658 1,113 3,229 4,891 4,305 73,370 393,874 3,672,624 4,139,869

12 5,452 1,072 3,476 4,576 4,027 68,633 368,448 3,435,492 3,872,574

13 5,253 1,033 3,715 4,280 3,767 64,202 344,661 3,213,672 3,622,535

14 5,061 995 3,944 4,004 3,524 60,056 322,408 3,006,175 3,388,640

15 4,876 959 4,165 3,745 3,296 56,179 301,591 2,812,076 3,169,846

16 4,698 924 4,378 3,503 3,084 52,551 282,119 2,630,510 2,965,180

17 4,527 890 4,583 3,277 2,884 49,158 263,903 2,460,666 2,773,728

18 4,361 858 4,781 3,066 2,698 45,984 246,864 2,301,789 2,594,637

19 4,202 826 4,971 2,868 2,524 43,015 230,925 2,153,170 2,427,110

20 4,049 796 5,155 2,683 2,361 40,238 216,015 2,014,147 2,270,399

Per patient 11.870 10.463 178 831 9,004 10,013

B. Data Markov Analysis: WHO Staging

Markov State Outcome Cost

Cycle
CD4 > 
350

WHO 
Stages 
3, 4 

(AIDS) Death
Life 

Years QALYs

No  
Testing 

($)
ART Cost  

($)

Health Care 
Cost  

(Inpatient and 
Outpatient) 

($)

Total Cost 
(ART+ 

Health Care 
Cost) ($)

0 10,000 0 0 10,000 8,900 0 0 8,100,000 8,100,000

1 9,000 500 500 9,223 8,131 0 237,864 7,368,932 7,606,796

2 8,325 695 980 8,502 7,462 0 321,001 6,749,222 7,070,223

(continued)
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Markov State Outcome Cost

Cycle
CD4 > 
350

WHO 
Stages 
3, 4 

(AIDS) Death
Life 

Years QALYs

No  
Testing 

($)
ART Cost  

($)

Health Care 
Cost  

(Inpatient and 
Outpatient) 

($)

Total Cost 
(ART+ 

Health Care 
Cost) ($)

3 7,805 757 1,438 7,835 6,863 0 339,364 6,201,304 6,540,668

4 7,365 761 1,874 7,220 6,318 0 331,349 5,706,341 6,037,691

5 6,971 741 2,288 6,653 5,819 0 313,289 5,254,523 5,567,812

6 6,608 712 2,681 6,130 5,360 0 292,079 4,840,038 5,132,117

7 6,267 679 3,054 5,648 4,938 0 270,580 4,458,917 4,729,497

8 5,946 646 3,408 5,204 4,550 0 249,933 4,108,092 4,358,025

9 5,642 614 3,744 4,795 4,192 0 230,551 3,784,993 4,015,544

10 5,354 583 4,063 4,418 3,862 0 212,539 3,487,358 3,699,897

11 5,081 553 4,365 4,070 3,559 0 195,878 3,213,150 3,409,028

12 4,822 525 4,653 3,750 3,279 0 180,498 2,960,512 3,141,010

13 4,576 498 4,925 3,456 3,021 0 166,316 2,727,742 2,894,058

14 4,343 473 5,184 3,184 2,784 0 153,243 2,513,276 2,666,519

15 4,121 449 5,430 2,934 2,565 0 141,197 2,315,673 2,456,869

16 3,911 426 5,663 2,703 2,363 0 130,096 2,133,606 2,263,702

17 3,712 404 5,884 2,490 2,177 0 119,868 1,965,854 2,085,722

18 3,523 384 6,094 2,295 2,006 0 110,443 1,811,292 1,921,735

19 3,343 364 6,293 2,114 1,848 0 101,760 1,668,881 1,770,641

20 3,173 346 6,482 1,948 1,703 0 93,759 1,537,668 1,631,427

Per patient 10.457 9.170 0 419 8,291 8,710

EXHIBIT 10.6

Base Case Costs, Effects, and Cost-Effectiveness of CD4 Cell Testing Compared 
with WHO Staging to Guide Initiation of Antiretroviral Therapy for HIV-
Infected Individuals Over 20 Years

Costs ($) Total Life Years QALYs Incremental Cost  
per Life Year  
Gained (ICER)

Incremental 
Cost per QALY 
Gained (ICER)

WHO staging   8,710 10.457   9.170

Routine CD4 cell 
testing

10,013 11.870 10.463 $923 $1,008

Cost-Effect Threshold GDP per Capita 2008

Republic of South 
Africa

$9,800

Cote D’Ivoire $1,700

B. Data Markov Analysis: WHO Staging (Continued)
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incremental cost per QALY gained was $1,165, 
which is below the threshold value of $1,700.

DISCUSSION AND CONCLUSIONS: Limi-
tations of this study include the assumption 
of effectiveness of ART. Drug resistance may 
emerge after 10 years and longer term studies 
are required. In addition, societal costs were 

not included. Utilizing routine CD4 cell counts 
compared to WHO clinical staging in order to 
guide initiation of ART for patients infected with 
HIV appears to be a very cost-effective interven-
tion for sub-Saharan Africa. We recommend the 
implementation of routine CD4 cell testing as an 
integral part of the scale-up of ART programs in 
the sub-Saharan African public health services.

EXHIBIT 10.7

One-Way Deterministic Sensitivity Analysis

Outpatient cost ($5 to $50)

CD4 cell testing cost ($1 to $25)

ART first-line cost ($150 to $400)

Discount rate (0% to 6%)

Time horizon (years) 10 years

Inpatient cost ($15 to $250)

High

Low

$0 $400 $800 $1,200 $1,600

Outpatient cost ($5 to $50)

CD4 cell testing cost ($1 to $25)

ART first-line cost ($150 to $400)

Discount rate (0% to 6%)

Time horizon (years) 10 years

Inpatient cost ($15 to $250)

High

Low

$0 $400 $800 $1,200 $1,600

One-Way Sensitivity Analysis (LY)

One-Way Sensitivity Analysis (QALY)

1.	 Complete Title?

Worksheet for Critique of Markov Composite Article
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2.	 Clear Objective?

3.	 Appropriate Alternatives?

4.	 Alternatives Described?

5.	 Perspective Stated?

6.	 Type of Study?
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7.	 Relevant Costs?

8.	 Relevant Outcomes?

9.	 Adjustment or Discounting?

10.	 Reasonable Assumptions?

11.	 Sensitivity Analyses?
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12.	 Limitations Addressed?

13.	 Generalizations Appropriate?

14.	 Unbiased Conclusions?

Answers

  1.	 Complete Title: Although the title does say the type of study (cost-effectiveness) 
it does not include what the two options were—CD4 testing versus WHO staging.

  2.	 Clear Objective: The objective was clearly stated “ … to develop a Markov 
model of HIV infection and compared the direct healthcare costs and benefits 
in life years or quality-adjusted life years (QALYs) gained using two methods to 
assess the need to start ART.”

  3.	 Appropriate Alternatives: The authors addressed the two common methods 
for determining when to start ART and why they were important to compare.

  4.	 Alternatives Described: Although the CD4 count assessment was clear with 
cut-offs, more information could have been given about WHO staging criteria.

  5.	 Perspective Stated: The perspective was clearly stated as the “public health services 
in a sub-Saharan African setting.” Thus, only direct medical costs were included.

  6.	 Type of Study: The study has been identified as a cost-effectiveness analysis. 
The outcomes were measured as both life years (LYs) gained—a CEA—and QA-
LYs gained—a CUA. However the CUA is a type of CEA, so the title just includ-
ing the term CEA is appropriate.

  7.	 Relevant Costs: Based on the stated perspective, the direct medical costs of 
ART and HIV treatment were included.

  8.	 Relevant Outcomes: LYs and QALYs are important outcomes in the treatment of 
HIV since both length and quality of life are affected by the disease and treatment.
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  9.	 Adjustment and Discounting: All costs were assessed in 2008 US dollars—
discounting for the future 20 years was conducted at a rate of 3% (and varied 
in the sensitivity analysis).

10.	 Reasonable Assumptions: It was assumed that the QALYs values were valid 
and the probabilities and costs obtained from literature were accurate. It was 
assumed that the cost-effectiveness threshold would be below the GDP of de-
veloping countries.

11.	 Sensitivity Analyses: Sensitivity analyses were conducted by varying the costs, 
time horizon, and the discount rate. Findings were robust (not sensitive) to 
these variables/ranges.

12.	 Limitations Addressed: Limitations on long-term effectiveness of ART and 
that societal costs were not included.

13.	 Generalizations Appropriate: The analysis included input costs and prob-
abilities. A researcher could re-run the analysis with data specific for a different 
population. The authors did not try to extrapolate beyond sub-Saharan Afri-
can populations.

14.	 Unbiased Conclusions: The authors do not overstate their results. Based on 
these numbers and sensitivity analyses, CD4 testing to determine initiation of 
ART in HIV patients is more effective than using the WHO staging criteria for 
this population at a reasonable cost.

Composite Article 2: Markov Modeling— 
Phosphate Binders

Note: Haesuk Park, a PhD student, helped develop this composite article.
More information about this topic can be found in the following references:
Park H, Rascati K, Keith M, Hodgkins P, Smyth M, Goldsmith D, Akehurst R. Cost-effectiveness of lanthanum carbonate versus 
sevelamer hydrochloride for the treatment of hyperphosphatemia in patients with end-stage renal disease: A US payer perspec-
tive. Value in Health: The Journal of the International Society for Pharmacoeconomics and Outcomes Research 
2011:14(8), 1002–1009.
Bernard L, Mendelssohn D, Dunn E, Hutchison C, Grima DT. A modeled economic evaluation of sevelamer for treatment of 
hyperphosphatemia associated with chronic kidney disease among patients on dialysis in the United Kingdom. Journal of Medical 
Economics 16(1): 1–9, 2013.

Title: Cost-Effectiveness of New phosphate binder 
(newpb) for the treatment of hyperphosphatemia  

in chronic kidney disease patients

INTRODUCTION: The clinical and economic 
burden associated with chronic kidney disease 
(CKD) is significant. Patients with CKD are at 
increased risk of premature death and other 
health issues such as cardiovascular disease and 
require lifelong care. Hyperphosphatemia (el-
evated levels of phosphorus in the body) is a 
common complication of CKD and strongly 
associated with increased risk of morbidity and 
mortality in patients with CKD. Phosphate 
binders (PBs), which lower serum phosphorus 
level, are a key component in the successful 
management of hyperphosphatemia. OldPB has 
been the standard of care for almost 20 years and 

is relatively inexpensive but has been associated 
with an increased risk of cardiovascular events 
and mortality. NewPB was newly introduced to 
reduce the long-term safety of OldPB but it is 
more costly. Recently, a randomized, open-label 
study evaluated NewPB versus OldPB on mor-
tality and the inception of dialysis. The purpose 
of this study was to assess the cost-effectiveness 
of NewPB compared with OldPB in patients 
with CKD from the US payer perspective.

METHODS: A Markov model was built in 
Excel 2010 to compare the two PBs (NewPB 
versus OldPB) in patients with CKD and 
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NewPB

OldPB

Dead

Dead

Alive without dialysis

Alive without dialysis

Alive without dialysis

Dead

Dead

Alive without dialysis
CKD &

Hyperphosphaternia

Alive with dialysis

Dead

Alive with dialysis

Alive with dialysis

Dead

Alive with dialysis

Alive with dialysis

Alive with dialysis

M

M

EXHIBIT 10.9

Transition Probabilities – CKD Example
Transition Probability

Alive without dialysis → Alive with dialysis

NewPB 10.60%

OldPB 17.40%

Alive without dialysis → dead 10.00%

Alive with dialysis → dead 15.00%

EXHIBIT 10.10

Costs and Utilities – CKD Example

Costs (per Year in 
2013 US Dollars)

Probabilistic  
Sensitivity 
Assumptions

Drug

NewPB   $5,000 gamma

OldPB   $2,000 gamma

Dialysis $20,000 gamma

Utilities

Alive without dialysis     0.850 beta

Alive with dialysis     0.720 beta

EXHIBIT 10.8

Markov Model – CKD Example

hyperphosphatemia. Transitions between 
three relevant clinical states were considered: 
alive without dialysis, alive with dialysis and dead 
(Exhibit 10.8). In the model, all patients started 
in alive without dialysis. From this health 
state, patients could remain in alive without di-
alysis or transit to alive with dialysis or progress 
to dead. Transition probabilities were taken 

from a randomized clinical trial (Exhibit 10.9). 
Outcomes for 10 years were extrapolated us-
ing regression analysis beyond the duration of 
the clinical trial (3 years follow-up) for both 
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EXHIBIT 10.11

Calculations of the Markov Model
A. Data Markov Analysis: NewPB

Markov State Outcome Cost

Cycle Nondialysis Dialysis Dead
Life 

Years QALYs Drug Cost Dialysis Cost

Total Cost 
(Drug +  

Dialysis Costs)

0 10,000 0 0 10,000 8,500 $52,000,000 $0 $52,000,000

1 7,936 1,064 1,000 8,571 7,154 $44,571,429 $20,261,131 $64,832,559

2 6,298 1,748 1,953 7,299 5,998 $37,953,230 $31,715,984 $69,669,214

3 4,999 2,156 2,845 6,181 5,011 $32,138,666 $37,249,823 $69,388,489

4 3,967 2,364 3,669 5,209 4,175 $27,086,239 $38,903,419 $65,989,658

5 3,148 2,432 4,420 4,372 3,469 $22,735,115 $38,105,912 $60,841,027

6 2,499 2,402 5,100 3,657 2,875 $19,015,454 $35,845,744 $54,861,198

7 1,983 2,307 5,710 3,049 2,379 $15,855,156 $32,795,733 $48,650,890

8 1,574 2,172 6,254 2,535 1,964 $13,184,091 $29,404,291 $42,588,383

9 1,249 2,014 6,737 2,103 1,619 $10,936,597 $25,961,665 $36,898,261

10 991 1,845 7,164 1,741 1,333 $9,052,796 $22,647,826 $31,700,622

Per patient 5.472 4.448 $28,453 $31,289 $59,742

B. Data Markov Analysis: OldPB

Markov State Outcome Cost

Cycle Nondialysis Dialysis Dead
Life 

Years QALYs Drug Cost Dialysis Cost

Total Cost 
(Drug +  

Dialysis Costs)

0 10,000 0 0 10,000 8,500 $20,000,000 $0 $20,000,000

1 7,259 1,741 1,000 8,571 7,070 $17,142,857 $33,154,578 $50,297,435

2 5,270 2,743 1,987 7,268 5,854 $14,535,999 $49,761,499 $64,297,498

3 3,826 3,249 2,925 6,111 4,830 $12,222,468 $56,130,756 $68,353,224

4 2,777 3,427 3,795 5,105 3,972 $10,209,112 $56,395,764 $66,604,875

5 2,016 3,397 4,587 4,241 3,259 $8,482,116 $53,228,764 $61,710,880

6 1,464 3,238 5,298 3,508 2,668 $7,016,915 $48,327,115 $55,344,029

7 1,062 3,007 5,930 2,892 2,181 $5,784,369 $42,742,767 $48,527,136

8 771 2,741 6,488 2,377 1,779 $4,754,494 $37,104,611 $41,859,105

9 560 2,464 6,976 1,949 1,450 $3,898,592 $31,767,790 $35,666,381

10 406 2,192 7,402 1,595 1,181 $3,190,375 $26,913,352 $30,103,727

Per patient 5.362 4.274 $10,724 $43,553 $54,276

the NewPB and OldPB group. It was assumed 
that patients continued to receive medication 
(either NewPB or OldPB) until death. Costs 
were obtained from a retrospective review of 

Medicare data, and adjusted to 2013 costs. The 
quality-of-life estimates were derived from a 
study reporting utility values for CKD patients 
with and without dialysis (Exhibit 10.10). Both 
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costs and outcomes were discounted at 5% 
per year. Patient outcomes were modeled for 
10 years, and incremental cost-effectiveness 
ratios (ICERs) per life year gained and per 
QALY gained were calculated for NewPB rela-
tive to OldPB (see Exhibit 10.11 for model and 
calculations).

RESULTS: Exhibit 10.12 shows that the total 
costs and effects, in terms of life years and QA-
LYs for patients treated with NewPB over 10 
years and applying for a discount rate of 5%, were 
$59,742, 5.472 LYs, and 4.448 QALYs, respec-
tively. For those patients treated with OldPB, 
the costs, life years and QALYs were $54,276, 
5.363 LYs, and 4.274 QALYs,. respectively. With 
these estimates, the ICER of NewPB compared 

with OldPB was $49,759 per life year gained 
and $31,579 per QALY gained. The results of 
probabilistic sensitivity analyses are shown in 
Exhibit 10.13 and 10.14. Exhibit 10.13 presents 
the scatter-plot diagrams with a maximum will-
ingness-to-pay (WTP) of $50,000/QALY, which 
is the joint distribution of the mean incremental 
costs and mean incremental effects. All of the 
estimates fell in quadrants I and II of the cost-ef-
fectiveness plane (although the vast majority fell 
in quadrant I). These results suggest that when 
varying costs and utility values within reasonable 
ranges, NewPB was either more costly and more 
effective, or in a few cases, less costly and more 
effective than OldPB. The mean values for each 
group were used to generate acceptability curves 
over a range of WTP values (Exhibit 10.14). 

EXHIBIT 10.12

Base Case Costs, Effects and Cost-Effectiveness of NewPB Cell versus OldPB 
for CKD with Hyperphosphatemia Over 10 Years

Costs ($) Total Life Years QALYs
Incremental Cost per  
Life Year Gained (ICER)

Incremental Cost per QALY 
Gained (ICER)

NewPB 59,742 5.472 4.448 $49,759 $31,579

OldPB 54,276 5.363 4.274

EXHIBIT 10.13

Cost-Effectiveness Plane of NewPB versus OldPB for CKD Patients with 
Hyperphosphatemia with a Maximum Willingness-to-Pay Level of $50,000 
per QALYs
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The cost-effectiveness acceptability curve illus-
trates a 79.5% probability of NewPB being cost-
effective at the $50,000 WTP threshold.

DISCUSSION AND CONCLUSIONS: Limi-
tations of this study include the assumption 
of efficacy data. The efficacy data from the 
randomized clinical trial was based on a rela-
tively short duration of follow-up. Estimated 
outcomes for 10 years were modeled based 
on this short-term data. Hospitalization and 

cardiovascular event data were not collected 
in the randomized clinical trial. Overall, this 
analysis indicates that the long-term benefits 
of NewPB versus OldPB in terms of overall 
survival and inception of dialysis in patients 
with CKD and hyperphosphatemia from the 
perspective of the US payer. The results of this 
analysis demonstrate that NewPB represents a 
cost-effective alternative to OldPB for the treat-
ment of hyperphosphatemia in patients with 
CKD in the US.

EXHIBIT 10.14

Cost-Effectiveness Acceptability Curves of NewPB versus OldPB for CKD 
Patients with Hyperphosphatemia
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Worksheet for Critique of Markov  
Analysis Composite Article 2

1.	 Complete Title?
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2.	 Clear Objective?

3.	 Appropriate Alternatives?

4.	 Alternatives Described?

5.	 Perspective Stated?

6.	 Type of Study?
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7.	 Relevant Costs?

8.	 Relevant Outcomes?

9.	 Adjustment or Discounting?

10.	 Reasonable Assumptions?

11.	 Sensitivity Analyses?



220	 Part II  •  Advanced Topics

12.	 Limitations Addressed?

13.	 Generalizations Appropriate?

14.	 Unbiased Conclusions?

Answers

  1.	 Complete Title: The title does include the type of study (cost-effectiveness) 
and the population (CKD patients). Although it lists one alternative (NewPB) 
it does not list the other alternative (OldPB).

  2.	 Clear Objective: The objective was clearly stated as “ … to assess the cost-effec-
tiveness of NewPB compared with OldPB in patients with CKD.”

  3.	 Appropriate Alternatives: Both medications are fictional—authors provide 
some comparisons of OldPB and NewPB.

  4.	 Alternatives Described: No dosing given—may have to go to randomized con-
trolled trial publication to determine dosing.

  5.	 Perspective Stated: The perspective was clearly stated as the US payer perspec-
tive. Thus, only direct medical costs were included.

  6.	 Type of Study: The study has been identified as a cost-effectiveness analysis. 
The outcomes were measured as both life years (LYs) gained—a CEA—and QA-
LYs gained—a CUA. However the CUA is a type of CEA, so the title just includ-
ing the term CEA is appropriate.
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  7.	 Relevant Costs: Based on the stated perspective, the direct medical costs of 
medication and dialysis treatment were included. Costs of treating side effects 
of medications should have been addressed.

  8.	 Relevant Outcomes: LYs and QALYs are important outcomes in the treatment 
of CKD patients since both length and quality of life are affected by the disease 
and treatment.

  9.	 Adjustment and Discounting: All costs were adjusted to 2013 US dollars and 
discounting for the future 10 years was conducted at a rate of 5%.

10.	 Reasonable Assumptions: It was assumed that the QALYs values were valid 
and the probabilities and costs obtained from literature were accurate. 
It was assumed that results from short term trials would extrapolate to  
10 years. It was assumed that the cost-effectiveness threshold would be 
below $50,000.

11.	 Sensitivity Analyses: Sensitivity analyses were conducted by varying the costs 
and utility values using a technique called probability sensitivity analysis—re-
sults are illustrated in the scatterplot. The discount rate could also have been 
varied.

12.	 Limitations Addressed: Limitations on using short term efficacy data are ad-
dressed. Other outcomes cost (e.g., costs of side effects of medications), and 
effect of different rates of discounting were not addressed.

13.	 Generalizations Appropriate: The analysis included input costs and prob-
abilities. A researcher could re-run the analysis with data specific for a 
different population. The authors did not address generalization—the ap-
propriateness depends on the generalizability of the trial population used for 
data estimates.

14.	 Unbiased Conclusions: The authors do not overstate their results. Based on 
these numbers and sensitivity analyses, NewPB is, on average, more expensive 
that than OldPB, but provides better outcomes (LYs and QALYs) at a reason-
able cost.

Questions/Exercises

An online coaching program has been developed for patients with borderline 
hypertension. A total of 100 patients are randomized to receive the coaching, and 
100 patients serve as control subjects. It has been shown that for the first year 
after beginning the program, 90% with coaching were not considered hyperten-
sive (normal or borderline blood pressure) and 10% were prescribed medication 
to control their blood pressure. In the control group (no coaching), 80% were 
not considered hypertensive after 1 year and 20% were prescribed blood pressure 
medication. Patients in the coaching group continue to receive coaching even if 
they are prescribed medication. The cost per year per patient for the coaching 
program is $50. The cost per year per patient for medication is $500. Assuming 
that these probabilities are constant for the next 4 years and that after patients 
begin medication, they must continue it for the rest of the study (absorbing 
state), answer the following questions. (Some cells have been filled in to help you 
get started.)
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For 100 patients in the coaching program:

Prevention 
Coaching 
Program

Subjects without 
Hypertension (n)

Subjects with 
Hypertension (n)

Cost of  
Coaching 
Program

Cost of 
Medication Total Costs

Cycle 1 100   0 $5,000       $0   $5,000

Cycle 2   90 10 $5,000 $5,000 $10,000

Cycle 3   81 19 $5,000 $9,500 $14,500

Cycle 4

Cycle 5

Total

For 100 patients without the coaching program:

Prevention 
Coaching 
Program

Subjects without 
Hypertension (n)

Subjects with 
Hypertension (n)

Cost of  
Coaching 
Program

Cost of 
Medication Total Costs

Cycle 1 100   0 $0         $0 $0

Cycle 2   80 20 $0 $10,000 $10,000

Cycle 3   64 36 $0 $18,000 $18,000

Cycle 4

Cycle 5

Total

1.	W hat are the total costs for the patients in the coaching group if no discounting 
is conducted? If a 5% discount rate (beginning cycle 2) is used?

2.	W hat are the total costs for the patients in the control group (no coaching) if no 
discounting is conducted? If a 5% discount rate (beginning cycle 2) is used?
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3.	 If the online counseling costs are considered input costs and benefits are cal-
culated as cost savings due to less medication costs, what is the benefit-to-cost 
ratio of the program with and without discounting?

4.	W ould using a half-cycle correction be appropriate in this example? Why or why not?

5.	W hat other costs and outcomes would be included in a more clinically relevant 
(and more complex) model?
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✦ Overview of Retrospective Databases

When clinicians and other decision makers need to determine whether a medi-
cation or treatment “works,” they look for information that can help answer 
this question. A hierarchy of research methods is used to collect and analyze 
this information. For data on what “works,” decision makers and clinicians can 
look to studies that use a variety of research methods, including randomized, 
controlled trials (RCTs), observational (retrospective and prospective) studies, 
meta-analyses, and expert opinions or panels. Advantages and disadvantages of 
meta-analyses and expert opinions or panels can be found elsewhere.1 This chapter 
compares and contrasts the advantages and disadvantages of collecting and using 
data from RCTs (efficacy data) with those of observational studies (effectiveness 
data) for pharmacoeconomic research.

✦ Randomized, Controlled Trials

RCTs are required by the Food and Drug Administration (FDA) to approve for sale 
any prescription drug product in the United States. RCTs are listed at the top of 
the research methods hierarchy because they provide the strongest evidence that a 

Retrospective Databases

Objectives
Upon completing this chapter, the reader will be able to:

1.	 Compare and contrast the use of data from randomized, 
controlled trials (RCTs) versus observational studies for 
pharmacoeconomic analyses.

2.	 Give examples of types of retrospective databases available 
for pharmacoeconomic research.

3.	 Explain additional issues to be addressed when critiquing 
research that uses retrospective databases.

4.	 Critique a study that uses a retrospective database.

Chapter  11



226	 Part II  •  Advanced Topics

drug is “efficacious.” Efficacy indicates whether the drug “can work” in a controlled 
study. As the name implies, patients are randomly chosen (i.e., randomized) to get 
either the medication of interest or another medication or a placebo (an inactive 
compound). Randomization is used to decrease baseline differences between 
patient groups. If patients are assigned to their group in a random manner, there 
is a high likelihood that the groups will be similar in age, gender, disease severity, 
and so on. If researchers find a difference in the clinical outcomes between the two 
groups, the randomization process increases our confidence that these differences 
are, in fact, because of the difference in the effects of the medication and not the 
difference in patient characteristics.

✦ Observational Studies

Observational studies follow what happens to patients who receive medical 
care in a “real-world” environment. Observational studies measure the “effec-
tiveness” of treatments. Effectiveness indicates whether the treatment “does 
work” in everyday medical practice. Observational studies can be prospective 
or retrospective. Prospective observational studies record treatments and out-
comes as they occur. Retrospective observational studies analyze treatments 
and outcomes that have already occurred. Patients are not randomly assigned 
to which treatment they receive, and treatment or selection biases may occur. 
For example, patients with a more severe form of a disease or who have been 
treatment resistant to standard therapy may receive (be “selected” to receive) the 
newer medication.

✦ Advantages and Disadvantages of Rcts

As mentioned above, one main advantage of RCTs is that the random assignment 
of patients improves the chances that patient characteristics are similar between 
study groups at baseline. This, in turn, makes the efficacy differences, if found, 
more credible. But there are limitations that should be considered when using data 
from RCTs for pharmacoeconomic studies.

The time frame of RCTs may be too short to determine long-range outcomes, 
especially for chronic diseases such as diabetes and heart disease. In addition, the 
sample size may be too small to detect some differences in outcomes such as rates 
of side effects. Patients who are recruited to participate in RCTs may not be rep-
resentative of the average patient population because of the study's inclusion and 
exclusion criteria (i.e., rules of who can or cannot participate in the study). The 
criteria used to select patients for the study may state that patients cannot have 
any other diseases (comorbidities) except for the disease of interest in the study or 
that they cannot be taking any other medications except for the study drugs. In 
addition, there may be other restrictions such as age or level of literacy. Patients 
enrolled in an RCT may behave differently or receive different levels of services 
compared with usual medical care. For example, patients are more likely to take 
their medications consistently when being monitored in a study (which increases 
the amount of medication used by study participants). Because of the study proto-
col (plan), patients may receive more monitoring (e.g., physician visits, laboratory 
tests) than is customary in routine medical practice.
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✦ Advantages and Disadvantages of Observational Studies

Observational studies can overcome some of the restrictions of RCTs, but they 
have their own limitations (Table 11.1). Observational studies, especially if they 
are retrospective, are less expensive and less time-consuming than RCTs because 
researchers do not have to enroll patients into the study. Retrospective databases 
allow researchers to analyze many years' worth of patient information from a large 
number of records in a short period at a relatively low cost. Observational data 
can reflect a more realistic picture of treatment patterns for a wider population of 
patients and factor in patients' true adherence to treatment regimens.

Sensitivity analyses can be easily conducted by simply changing the computer 
programming code for the baseline analysis. For example, inclusion or exclusion 
criteria (e.g., age range, diagnoses, adherence to medication) for patient data used 
in the baseline analyses can be expanded or restricted to determine if results are 
robust (i.e., insensitive) for these different criteria ranges.

The major limitations with using observational data are that the information 
may be incomplete, inaccurate, or biased. Health care databases consist of informa-
tion provided by patients and health care providers. Most retrospective databases 
are collected and used primarily for payment (reimbursement) of treatment 
and services rather than to assess patient outcomes. Patient information may be 
incomplete if a patient switches insurance companies during the study period or 
becomes ineligible to receive services during part of the study period. Data may 
also be incomplete if the patient pays out of pocket for some of his or her health 
care expenses, if the service is not covered by the patient's insurance plan, or if the 
patient has more than one form of insurance (e.g., both Medicaid and Medicare, 
insurance from an employer and the spouse's employer).

Data provided on diagnoses may be inaccurate. Reimbursements for medical 
services, such as a physician visit or a hospitalization, require the provider or a staff 

Table 11.1. Comparison of Randomized Prospective Trials  
Versus Retrospective Database Studies: Some Possible  
Advantages and Disadvantages
Type of Study Advantages Disadvantages

Prospective randomized,  
controlled trial

More scientifically rigorous

Needed for FDA approval

Less chance of baseline differences

Can collect clinical and PRO  
outcome data

Only select patients

Short-term follow-up

High cost of recruitment and follow-up

Protocol-driven costs unrealistic in standard 
practice

Only highly adherent patients

Small sample size

Retrospective database Includes broader range of patients Selection bias

Lower cost to conduct study May be only one population

Larger sample size May be missing data

Longer time period Data may be miscoded

Easier to recalculate with different  
criteria (sensitivity analyses)

Clinical or PRO outcome data  
may be lacking

FDA = Food and Drug Administration; PRO = patient-reported outcome.
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member to indicate the diagnosis code (or codes) for the service using International 
Classification of Disease, Ninth Edition (ICD-9) or Current Procedural Terminol-
ogy (CPT) codes. Each visit or service may be associated with one or more diagno-
ses. Miscoding of diagnoses may occur, intentionally or unintentionally. Different 
payment structures by various insurance systems may lead to undercoding or 
overcoding of diseases. If a patient is in a capitated insurance system (one that pays 
the providers the same amount per billing cycle regardless of the patient's level of 
use or non-use of medical services), there may be a tendency for the providers to 
record only one diagnosis per visit because adding other diagnoses will not result 
in a higher reimbursement. Some insurance companies allow a maximum number 
of diagnoses recorded per claim, so comorbidities may be underdocumented. On 
the other hand, if the amount of reimbursement is tied to the severity and number 
of diagnoses, additional or unimportant diagnoses codes may be recorded.

Even if steps are taken to ensure that the information extracted for the study 
are largely accurate and complete, selection bias is still an issue. There may be dif-
ferences in the group who had medication A prescribed compared with those who 
had medication B prescribed. Some differences are easily compared using the data-
bases (e.g., age range, gender), but there may be differences that are not measured 
(e.g., past rate of adherence to other medications or treatments) or not recorded in 
the database (e.g., rate of smoking, family history of diseases).

Sometimes a phenomenon known as channeling bias occurs, in which patients 
with certain characteristics are more likely to be channeled to one medication over 
another. An example of channeling bias may occur if medication A is thought to 
cause an unwanted side effect such as weight gain more often than medication B. 
For patients who are already overweight or prone to gain weight, prescribers might 
opt for medication B in the hope of decreasing the chance of this side effect. When 
patient groups are different at baseline, the outcomes measured for the study 
may be partially based on these patient differences. Various statistical calcula-
tions (multivariate regression, instrumental variable analysis, and propensity score 
matching) are available to reduce the impact of these biases.2

✦ Types of Retrospective Databases

Three types of retrospective databases are often used in pharmacoeconomic re-
search: electronic medical records, national health survey data, and health insur-
ance claims records. Insurance claims databases may come from private insurers, 
such as managed care providers, or from federal or state-funded (public) insurance 
programs. The estimates of medical service use between these different types of da-
tabases may not always be highly correlated,3 and each have their own unique ad-
vantages and disadvantages. Some examples of pharmacoeconomic research using 
these three categories of databases are found in Table 11.2. Two Websites that list 
information describing medical databases available for analysis are Bridge to Data at 
www.bridgetodata.org and Accelerate at http://accelerate.ucsf.edu/research/celdac.

Electronic Medical Records

Some health care organizations hire transcribers or use electronic methods to 
transform patient medical records into an electronic form that can be accessed via 
computers by health providers throughout its system. Electronic medical record 
(EMR) systems provide detailed information about patient encounters and are a 

http://www.bridgetodata.org
http://accelerate.ucsf.edu/research/celdac
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Table 11.2. Examples of Studies that Used Retrospective 
Databases
Electronic Medical Records

Wells BJ, Lobel KD, Dickerson LM. Using the electronic medical record to enhance the use of combination drugs. 
American Journal of Medical Quality 18(4):147–149, 2003.

Kim Y, Rascati K, Prasla K, Godley P, Goel N, Dunlop D. Retrospective evaluation of the impact of copayment in-
creases for specialty medications on adherence and persistence in an integrated health maintenance organization 
system. Clinical Therapeutics 33(5):598–607, 2011.

National Databases

Hurst F, Jindal R, Abbott K, et al. Incidence, predictors, costs, and outcome of renal cell carcinoma after kidney trans-
plantation: USRDS experience. Transplantation 90(8):898–904, 2010.

Cheng L, Rascati K. Impact of Medicare Part D for Medicare-age adults with arthritis: Prescription use, prescription 
expenditures, and medical spending from 2005 to 2008. Arthritis Care & Research 64(9):1423–1429, 2012.

State Medicaid

Gilligan A, Malone D, Warholak T, Armstrong E. Health disparities in cost of care in patients with Alzheimer’s dis-
ease: An analysis across 4 state Medicaid populations. American Journal of Alzheimer’s Disease and Other Demen-
tias 28(1):84–92, 2013.

Rascati K, Akazawa M, Johnsrud M, Stanford R, Blanchette C. Comparison of hospitalizations, emergency depart-
ment visits, and costs in a historical cohort of Texas Medicaid patients with chronic obstructive pulmonary disease, 
by initial medication regimen. Clinical Therapeutics 29(6):1203–1213, 2007.

Veterans Administration

Chan K, Lai M, Ho S, et al. Cost-effectiveness analysis of direct-acting antiviral therapy for treatment-naïve patients 
with chronic hepatitis C genotype 1 infection in the Veterans Health Administration [published online ahead of print 
May 22, 2013]. Clinical Gastroenterology and Hepatology.

Ajumobi A, Vuong R, Ahaneku H. Analysis of nonformulary use of PPIs and excess drug cost in a Veterans Affairs 
population. Journal of Managed Care Pharmacy 18(1):63–67, 2012.

rich source of data for pharmacoeconomic research. Although EMR information 
may be more complete than other database methods (i.e., insurance claims data), it 
is costly to implement the system and time-consuming to retrieve the information 
needed for a study.4

National Health Surveys

In the United States, various national health surveys, such as the National Ambula-
tory Care Survey (NAMCS) and the National Hospital Ambulatory Medical Care 
Survey (NHAMS), are conducted by the Center for Disease Control’s National 
Center for Health Statistics (NCHS) to provide information on patterns of medical 
utilization.5,6 The Medical Expenditure Panel Survey (MEPS) is a national health 
survey cosponsored by NCHS and the Agency for Healthcare Research and Quality 
(AHRQ) that produces estimates of health care use and health care expenditures 
for noninstitutionalized civilians living in the United States. MEPS includes three 
separate but related surveys. First, surveys are completed by a nationally represen-
tative sample of the population using the Household Component (HC) Survey. 
Supplemental information for these respondents is collected from their medical 
care providers through the Medical Provider Component (MPC) Survey and their 
insurance providers via the Insurance Component (IC) Survey. The MEPS survey 
includes questions from the SF-12 and EQ-5D (see Chapter 8) to evaluate a pa-
tient's health status.7,8
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Researchers have noted that national health surveys may be missing some 
variables of interest (e.g., amount of patient copayments or deductibles), that the 
data collected for some medical services are more accurate than others, and that 
analysis of the survey data is a challenge because of its statistical complexity.9,10 
On the whole, national health surveys provide high-quality information on health 
care utilization and health care costs, and they are generally representative of the 
US population.

✦ Insurance and Claims Records

Insurance records, or claims data, are often used for pharmacoeconomic research 
because the data files usually contain specific information on a large number of pa-
tients. Claims for different services and settings (e.g., hospitalizations, outpatient 
visits, prescriptions) can be merged to better indicate each patient's overall medical 
utilization. The claims data may be collected by private insurers (e.g., Aetna or Blue 
Cross) or by public insurers (e.g., Medicaid, Department of Defense, or Veterans 
Administration). A major advantage of using claims data is that a large amount 
of patient information is available in an easily retrievable format, and the costs of 
setting up the data collection system have already been financed by the insurance 
company that needs the data to pay patient claims. A major disadvantage of using 
insurance claims data is that they are often missing clinical information (e.g., labo-
ratory results, patient's health-related quality of life changes) that may be needed 
to answer the research question.

✦ Critiquing Retrospective Database Studies

There are additional issues to be considered when reading and critiquing a phar-
macoeconomic study that uses information from retrospective databases. Five of 
these issues are discussed below.

Clear Explanation of the Database

Researchers should address the type of information (e.g., prescription data, medi-
cal service data, hospitalization data, laboratory values) that is available in the da-
tabase or databases they used for their study and for what period of time the data 
were collected. They should also describe the population that is covered by the 
database(s). For example, if the database contains information from the Veterans 
Administration, the majority of recipients would be older men, and the costs for 
individual prescriptions may be lower than average because of discounts offered to 
the federal government.

Any relevant formulary or payment restrictions specific to the insurance plan 
should also be discussed. For example, some state Medicaid plans have limits on 
the maximum number of prescriptions the plan will pay for each month. Other 
insurance plans may have a strict formulary, which can result in most patients 
being prescribed the medication that was chosen by the plan as being preferred. 
If the patient can only receive a nonformulary (or nonpreferred) item by overcom-
ing specific requirements (e.g., getting a physician to fill out paperwork for special 
authorization or requiring that the patient has “failed” on other medications), this 
can lead to a difference in the groups that get the formulary versus nonformulary 
medications, which, in turn, makes comparisons difficult.
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Clear Explanation of Patient-Selection Criteria

Just as with RCTs, it is imperative that researchers include the criteria (i.e., rules) 
used to select patients for the study. If specific diagnoses or the use of specific 
medications were used as a proxy to infer that patients had a specific condition 
or disease, these diagnoses or medications should be listed. Exclusion criteria for 
patients should also be stated. Examples of exclusion variables are the patient's 
age, comorbid diagnoses, concomitant medications, and noncompliance with 
treatment.

Eligibility of Patients

Some patients may not be “eligible” to receive insurance benefits during the en-
tire period of study. Patients might switch to another insurance plan or become 
ineligible for their current plan (e.g., they no longer work full time for their 
employer or no longer meet the criterion for “need” according to the Medicaid 
definition). It is important to describe what steps are taken to address this issue. 
Many researchers list ineligibility at any time during the study period as an exclu-
sion criterion.

Clinical or Outcome Measures

As already mentioned, medical claims databases are primarily used for reimburse-
ment purposes, so they may not contain patient outcome variables such as blood 
pressure measurements or patient-reported outcomes (PROs). Sometimes clini-
cal outcomes are inferred by using information from billed medical services. For 
example, when comparing the outcomes of various oral antidiabetic medications, 
markers such as a diagnosis of ketoacidosis or a diabetes-related emergency de-
partment visit or hospitalization may serve as an indication that the disease is 
not well controlled. These markers may not be as accurate as clinical outcomes 
measures (e.g., fasting blood glucose or hemoglobin A1c levels) and may be 
skewed by other patient factors. For example, a patient without a primary care 
physician may be more likely to go to an emergency department for routine care, 
and a patient who lives alone may spend an extra day in the hospital before being 
discharged.

Another issue that arises is that of “double-counting” outcomes. The incre-
mental cost-effective ratio (ICER) is calculated by dividing the difference in costs 
by the difference in outcomes. When comparing the effectiveness of medications, 
any additional hospitalizations or emergency department visits are a marker of an 
unwanted outcome (i.e., lower effectiveness), which appears in the denominator of 
the ICER, while also increasing the costs in the numerator of the equation.

Sensitivity Analyses

Retrospective database studies allow the researcher to be flexible when selecting 
study design parameters such as the length of the follow-up period, retrospec-
tive matching techniques, and patient inclusion and exclusion criteria. Sensitivity 
analyses of key design choices are relatively easy to execute and should be included. 
Because it may be difficult to identify whether a medication or service is specifi-
cally related to the disease or condition of interest (e.g., was the oral corticosteroid 
prescribed for asthma or an allergic reaction?), an additional sensitivity analysis is 
often seen in retrospective database analyses. This additional analysis compares 
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results using disease-specific costs and outcomes (e.g., those with a specific 
ICD-9) with those using total costs and outcomes the patients have incurred for 
all diseases and conditions for the period of interest.

Summary

Two types of research methods—RCTs and observational studies—are often used 
to collect the information needed for pharmacoeconomic decisions. RCTs are 
essential as a first step for determining the efficacy of a new medication or treat-
ment. In other words, they are used to answer the question: “Can the drug work 
under controlled conditions?” If the answer is no, the medication is not approved 
by the FDA.

RCTs are said to possess a higher level of internal validity than observation 
studies in that the evidence is strong that any difference in outcomes for the 
study groups is attributable to the intervention and not other factors. After the 
medication is available to be prescribed, decision makers are also interested in 
the effectiveness of the product, asking: “Does the drug work in routine medical 
practice?” The answer may be different than that found by the RCT because of 
a broader range of patients taking the medication, a difference in patient behav-
ior (e.g., adherence), and a different level of services received (e.g., less frequent 
monitoring).

Observational studies are said to have a higher level of external validity than 
RCTs. This means that results are more generalizable (more representative) to a 
broader range of patients. Although there are major differences between these two 
research methods, both are useful, and comparisons of clinical findings for many 
disease states and conditions have shown that results from the two methods pro-
duce similar answers.1,11

The use of retrospective databases to analyze observational health care infor-
mation is less time-consuming and less expensive than conducting RCTs. Retro-
spective information can come from three major categories of databases: EMRs, 
national health surveys, and insurance claims. Each type has advantages and dis-
advantages. Because of the potential limitations associated with using these data-
bases, some additional issues must be addressed when evaluating studies that use 
them. Five of these issues were discussed in this chapter. A more extensive checklist 
and further guidelines are available elsewhere.12–15

Composite Article 1: Retrospective Database—COPD

Background: Chronic Obstructive Pulmo-
nary Disease (COPD) is a disease characterized 
by airflow limitation that is not fully reversible, 

resulting in disabling symptoms such as chronic 
cough, sputum production, and dyspnea. Dur-
ing 2000, COPD was responsible for 8 million 

Title: COST-EFFECTIVENESS OF TWO MEDICATIONS USED  
FOR CHRONIC OBSTRUCTIVE PULMONARY DISEASE  

IN A STATE MEDICAID POPULATION
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physician office and hospital outpatient visits, 
1.5 million emergency department (ED) visits, 
726,000 hospitalizations, and 119,000 deaths. 
COPD is the fourth leading cause of death in 
the United States, with an age-adjusted death 
rate of 42.7 per 100,000.

The National Medical Expenditure Panel 
Survey (MEPS) indicated that inpatient hos-
pitalizations and ED visits accounted for 
the majority of total expenditures among 
patients with COPD. Therefore, medication 
treatments that prevent or reduce the risk of 
hospitalizations or ED visits would likely have 
a substantial impact on the overall clinical 
and economic burden of the disease. Recent 
RCTs have indicated that the use of Pulmo-
lair may decrease the number of exacerba-
tions of breathing difficulties compared with 
Bronchocort. (Note: Neither is the name for 
an actual mediation; assume relevant clinical 
references to indicate these are appropriate 
and clinically relevant choices.) The objective 
of this study was to compare the costs and 
effects of these two medications on COPD-
related exacerbations from a state Medicaid 
perspective.

Methods: Design and Sample: The study used 
patient-level administrative medical and phar-
macy data captured from the state Medicaid 
database. This database encompassed inpa-
tient and outpatient medical service claims 
as well as outpatient prescription claims for 
patients who were enrolled in the state Med-
icaid program. The study involved the use of a 
retrospective design to compare the costs and 
outcomes among patients who were continu-
ously enrolled for at least 24 months in the 
state Medicaid program (12 months before 
their index date and 12 months after their 
index date).

Patients 40 to 64 years old with a primary 
or secondary diagnosis of COPD-related (ICD-
9-CM codes 491.xx, 492.xx, or 496.xx) medical 
costs anytime during the observational period 
and with at least one prescription claim for 
either Pulmolair or Bronchocort were eligible 
for inclusion. Patients with a diagnosis for cys-
tic fibrosis (ICD-9-CM, 277.xx) or respiratory 

tract cancer (ICD-9-CM, 160.xx-164.xx, 231.xx) 
were excluded from the analysis. Patient data 
were included in the study if the patient's first 
dispense date (index date) for either medica-
tion occurred within the index period between 
April 1, 2005, and March 31, 2006.

The index date was defined as the first 
pharmacy claim for either Pulmolair or Bron-
chocort. If a patient had both index medica-
tions dispensed within 60 days of their index 
date, he or she was classified as being on 
combination therapy and was excluded from 
further analysis. Total COPD-related costs 
were calculated by summing the amount 
that Medicaid paid for COPD-related medi-
cations and COPD-related medical services 
in the year after each patient's index date. 
Outcomes were measured as the number of 
breathing exacerbations suspected based on 
the number of COPD-related hospitaliza-
tions, the number of COPD-related ED visits, 
and the number of prescriptions for an oral 
“burst” of steroids. The Charlson Index Se-
verity Score was calculated based on preindex 
ICD-9s classifications and weightings to ad-
just for comorbidities.

Statistical Analyses: Medical and prescrip-
tion claims for 1 year after each patient's 
index date were assessed to determine the 
total COPD-related costs and the number of 
COPD-related exacerbations (hospitalization, 
ED visit, or burst of steroids). Propensity score 
matching was conducted to adjust for baseline 
differences. Variables included in the match-
ing were demographics (age, gender, and race) 
presence of comorbid respiratory diseases (e.g., 
asthma), presence of comorbidity of other 
diseases (Charlson score), preindex utilization 
of other respiratory medications (e.g., the-
ophylline), and the number of COPD-related 
preindex exacerbations (hospitalizations, ED 
visits, bursts during the 1-year period before 
the index date).

Results: Patient Sample: A total of 4,332 patients 
had one index medication (1,322 Pulmolair and 
3,010 Bronchocort) and at least one record of a 
COPD-related medical visit within 1 year before 
or after their medication index date. Propensity 
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EXHIBIT 11.1

Baseline Demographic Information 
and Preindex Comorbidities  
for Matched Cohorts

Pulmolair  
(n = 1,322)

Bronchocort  
(n = 1,322)

Gender, n  
(% female)

991 (75%) 1,018 (77%)

Ethnicity

White, n (%) 674 (51%) 674 (51%)

Black, n (%) 278 (21%) 317 (24%)

Hispanic, n (%) 278 (21%) 238 (18%)

Other, n (%) 92 (7%) 93 (7%)

Age, mean (SD) 53.20 (6.63) 53.55 (6.72)

Charlson score, 
mean (SD)

1.99 (1.36) 1.97 (1.33)

Comorbidities

Acute  
respiratory, n (%)

1,071 (81%) 1,084 (82%)

Asthma, n (%) 885 (67%) 912 (69%)

Influenza, n (%) 555 (42%) 568 (43%)

Other upper  
respiratory, n (%)

846 (64%) 860 (65%)

SD = standard deviation.

EXHIBIT 11.2

One-Year Preindex COPD-Related 
Utilization and Costs for Matched 
Cohorts

Pulmolair  
(n = 1,322)

Bronchocort  
(n = 1,322)

One-Year Preindex Utilization

COPD hospital  
visits, mean (SD)

0.10 (0.24) 0.10 (0.28)

COPD ED visits, 
mean (SD)

1.51 (2.53) 1.54 (2.51)

Burst of oral ste-
roids, mean (SD)

2.31(2.93) 2.36 (2.06)

SABAs, mean (SD) 1.95 (2.43) 2.04 (2.83)

Theophylline  
prescriptions,  
mean (SD)

2.19 (2.00) 2.26 (2.30)

One-Year Preindex Costs

COPD prescription 
costs, mean (SD)

$173 (196) $172 (181)

COPD medical 
costs, mean (SD)

$785 (2,452) $776 (2,534)

COPD total costs, 
mean (SD)

$958 (2,466) $948 (2,546)

COPD = chronic obstructive pulmonary disease; ED = emergency de-
partment; SABA = short-acting beta-agonist; SD = standard deviation.

scores helped select the 1,322 Bronchocort pa-
tients who best matched the 1,322 Pulmolair 
patients. Comparison of baseline demographics 
and preindex comorbidities by index medication 
category are listed in Exhibit 11.1, and preindex 
utilization and costs by index medication cat-
egory can be found in Exhibit 11.2.

Exacerbations: The number and types of 
COPD-related exacerbations in the 1-year pe-
riod after the index dates for the propensity-
matched cohorts are listed in Exhibit 11.3. 
Although patients on Pulmolair had a higher 
average number of oral steroid bursts in the 
1 year after the index date (2.81 versus 2.50), 
they had fewer COPD-related ED visits (1.51 
versus 1.90) and fewer COPD-related hospital-
izations (0.15 versus 0.30) than patients taking 
Bronchocort.

Costs: One-year postindex COPD-related pre-
scription costs, COPD-related medical service 

costs, and total COPD-related costs for the 
matched cohorts are provided in Exhibit 11.3. 
Patients with an index prescription for Pul-
molair had higher COPD-related prescription 
costs ($491 versus $374) but lower COPD-
related medical costs ($1,067 versus $1,541), 
resulting in lower total COPD-related costs 
($1,558 versus $1,915) compared with patients 
with an index medication for Bronchocort. 
Pulmolair was the better option because it was 
associated with both a lower number of COPD-
related exacerbations (i.e., increased effective-
ness) and overall lower COPD-related costs. 
Therefore, the calculation of an incremental 
cost-effectiveness ratio was not warranted.

Limitations/Conclusion: Limitations: 
As with any retrospective data analysis, there 
are inherent limitations. It was assumed that 
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EXHIBIT 11.3

One-Year Postindex COPD-Related 
Utilization and Costs for Matched 
Cohorts

Pulmolair  
(n = 1,322)

Bronchocort  
(n = 1,322)

One-Year Postindex Utilization

COPD hospital  
visits, mean (SD)

0.15 (0.38) 0.30 (0.48)

COPD ED visits, 
mean (SD)

1.51 (2.53) 1.90 (2.90)

Burst of oral  
steroids, mean  
(SD)

2.81 (2.93) 2.50 (2.06)

Number of 
COPD  
Exacerbations,  
mean (SD)

4.47 (6.50) 4.70 (6.70)

One-Year Postindex Costs

COPD  
prescription 
costs, mean (SD)

$491 (471) $374 (440)

COPD medical 
costs, mean (SD)

$1,067 (3,577) $1,541 (5,906)

COPD total 
costs, mean (SD)

$1,558 (3,673) $1,915 (5,930)

COPD = chronic obstructive pulmonary disease; ED = emergency 
department; SD = standard deviation.

the data were complete when, in reality, pa-
tients may have gone outside of the state 
Medicaid system for health care. Patients age 
65 years and older were not included in the 
analysis because of their high probability of 
receiving additional care from the federal Medi-
care system. Data were collected from one state 
Medicaid system and may not be generalizable 
to other COPD patients.

Conclusion: In this state Medicaid system, 
1-year COPD-related costs and exacerba-
tions were compared for a matched sample 
of patients starting on either Pulmolair or 
Bronchocort. Pulmolair was found to be the 
better option because it was associated with 
both lower costs and fewer breathing exacerba-
tions. Research in other patient populations is 
needed.
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Cost-Effectiveness Grid

Which cell represents the comparison of Pulmolair with Bronchocort?

-

COST-
EFFECTIVENESS

Lower effectiveness

Same effectiveness

Higher effectiveness

Lower Cost

A CB

FE

G

D

IH

Same Cost Higher Cost

Critique of Retrospective Database  
Composite Article 1

  1.	 Complete Title: The title did identify the type of study (cost-effectiveness 
analysis [CEA]) and that patients were in a state Medicaid program, but it did 
not specify which medication regimens were included in the analysis.

  2.	 Clear Objective: The objective of this study was to conduct a CEA to deter-
mine the number of COPD-related exacerbations. This was clear.

  3.	 Appropriate Alternatives: Appropriate literature should be cited to validate 
the choices of alternatives that are most clinically relevant.

  4.	 Alternatives Described: The dosing and scheduling of doses were not de-
scribed. Patients may have been more adherent to one medication than the 
other. The average doses and adherence for each alternative should be included.

  5.	 Perspective Stated: The perspective of the study was explicitly stated as the 
state Medicaid program.

  6.	 Type of Study: Some would identify this as a CEA because outcomes were 
measured as exacerbations avoided (see double-counting debate in question 8).

  7.	 Relevant Costs: Because the perspective was the state Medicaid program, costs 
paid by this system were the relevant costs to measure. As a sensitivity analysis, 
it would have been informative for the researchers to also calculate the total 
costs per patient in addition to the total COPD-related costs per patient be-
cause some cost differences might not have been captured by the restriction of 
specific ICD-9 codings.

  8.	 Relevant Outcomes: Outcomes were measured by comparing the “number 
of exacerbations,” defined as a hospitalization, an ED visit, or a burst of oral 
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steroids. With retrospective databases, outcomes are usually restricted to mea-
sures found in pharmacy/medical claims. Laboratory measures (such as forced 
expiratory volume) and health-related quality of life (HRQoL) measures or 
patient preference measures are not usually included in these databases. In 
this example, double counting (the difference in the number of exacerbations 
in the denominator and the difference of the costs of exacerbations in the nu-
merator) was not an issue because incremental cost-effectiveness ratios were 
not calculated.

  9.	 Adjustment or Discounting: Costs and outcomes for a 1-year period were 
analyzed, so neither adjustment nor discounting was needed.

10.	 Reasonable Assumptions: When using retrospective databases, many as-
sumptions are usually standard (e.g., that the data are accurate and complete). 
Patients may get services outside the system, or the coding may be inaccurate. 
Some plans' claims databases have limits on the services that it will pay for 
(e.g., most will not pay for smoking cessation products, so this cannot be 
factored into COPD exacerbations). In this example, COPD is a disease that 
affects an older population, and data for patients age 65 years and older were 
not included because of the dual-eligibility situation.

11.	 Sensitivity Analyses: Sensitivity analyses were not conducted. As mentioned in 
question 7 (relevant costs), a sensitivity analysis should have been performed 
for the total costs to Medicaid for these patients. Researchers could have also 
varied the age range (e.g., included those older than age 65 years) or adher-
ence criterion (e.g., eliminated those with poor adherence to Pulmolair or 
Bronchocort).

12.	 Limitations Addressed: Some limitations, such as age range and low general-
izability, were addressed. One limitation that is common in RCTs, that of inad-
equate sample size, is less of an issue when using large retrospective databases.

13.	 Generalizations Appropriate: The authors did not try to extrapolate beyond 
the state Medicaid patients between 40 and 65 years old.

14.	 Unbiased Conclusions: The conclusions were based on the results presented 
and were not overstated. As listed in this chapter, five additional issues should be 
addressed when critiquing studies that use retrospective databases. The first is-
sue involves describing the database. Although this study includes the types of 
data available from Medicaid and some demographics of the patients who were 
in the matched cohort, it does not describe the overall state Medicaid popu-
lation (e.g., number of people covered) nor any restrictions (e.g., maximum 
number of prescriptions allowed per month or formulary restrictions). The 
next two issues consider patient criteria and patient eligibility. This study out-
lined the medications and ICD-9 codes that were used to assess COPD-related 
outcomes and costs and specified that only patients eligible for the entire study 
period were included in the analyses. The last two issues, regarding clinical 
outcome measures and sensitivity analysis, were addressed in the answers to 
questions 8 and 11.
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Cost-Effectiveness Grid
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Higher effectiveness
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D
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Title: Pharmacoeconomic Analysis of Bisphosphonates  
in a Large Managed Care Organization

Composite Article 2: Retrospective Database— 
Bisphosphonates

Background: Bisphosphonates are used to 
decrease the incidence of fractures, but direct 
head-to-head comparisons of the effectiveness 
of these medications are lacking.

Objective: The objective of the study was to 
compare costs and fractures rates for 5 years 
following initiation of two oral bisphospho-
nates (BP1 and BP2) in a large managed care 
population.

Methods: Claims data were obtained from 
10 geographically diverse health plans in the 
United States. Criteria included a diagnosis 
for osteoporosis, prescriptions for BP1 or 
BP2 and 5 years of follow-up medical claims. 
The date of the first pharmacy claim for an 
osteoporosis medication was used as the index 
date. Members were followed for 5 years after 
the index date. Cost inputs included costs 

for BP1 or BP2 medications using 2013 cost 
estimates. Outcomes included the percent of 
patients who had at least one fracture during 
the 5-year follow-up.

Results: A total of 10,000 members were 
included (n = 5,500 on BP1, n = 4,500 on BP2). 
There were no statistically significant differ-
ences between BP1 and BP2 in the percentages 
of subjects with at least one fracture during the 
follow-up period (BP1 = 6.1%; BP2 =6.2%). In 
addition BP1 cost an additional $3,000 over the 
5-year time span (BP1 = $12,000; BP2 = $9,000), 
indicating that BP2 was a more cost-effective 
option based on fracture rates.

Conclusion: This retrospective analysis 
found a difference in the cost of bisphospho-
nates, but no significant difference in fracture 
prevention rates.
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7.	 Relevant Costs?

8.	 Relevant Outcomes?

9.	 Adjustment or Discounting?

10.	 Reasonable Assumptions?

11.	 Sensitivity Analyses?

12.	 Limitations Addressed?

13.	 Generalizations Appropriate?
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14.	 Unbiased Conclusions? Include answers to the five additional questions used 
for analyses using retrospective databases.

Critique of Retrospective Database Composite  
Article 2: Bisphosphonates

  1.	 Complete Title: The title did not identify the type of analysis or the specific 
bisphosphonates compared.

  2.	 Clear Objective: The objective of the study was clear—to compare costs and 
fractures rates for 5 years following initiation of two oral bisphosphonates 
(BP1 and BP2) in a large managed care population.

  3.	 Appropriate Alternatives: Appropriate literature should be cited to validate the 
choices of alternatives that are most clinically relevant. There are more than two 
bisphosphonates on the market—why did they choose to compare these two?

  4.	 Alternatives Described: The dosing and scheduling of doses were not de-
scribed. Patients may have been more adherent to one medication than the 
other. The average doses and adherence for each alternative should be included.

  5.	 Perspective Stated: The perspective of the study was not stated, but based on 
the costs measured (medication costs) it was from the perspective of the payer—
probably based on reimbursement data in the large managed care database.

  6.	 Type of Study: Some would identify this as a CEA because outcomes were 
measured as fracture rates. It might be argued that this was a cost minimiza-
tion since the outcomes measured were found to be the same.

  7.	 Relevant Costs: Only medication costs were measured—other costs due to side 
effects or fractures should have been addressed.

  8.	 Relevant Outcomes: Outcomes were measured by comparing the percent of 
patients that had at least one fracture over the 5-year period. Time to first 
fracture, type of fracture, and total number of fractures would be important 
to measure. In addition, bone density values before and after starting medica-
tion can assess its effectiveness—but these types of values are rarely found in 
retrospective claims databases.

  9.	 Adjustment or Discounting: Five years of retrospective medication costs were 
estimated using adjustment to 2013 values. No discounting was needed.

10.	 Reasonable Assumptions: When using retrospective databases, many assump-
tions are usually standard (e.g., that the data are accurate and complete). By only 
looking at patients that stayed in one health plan for at least 5 years, some of the 
population with osteoporosis would not be included—the authors should explain 
how many patients would have been included with less strict eligibility criteria.

11.	 Sensitivity Analyses: Sensitivity analyses were not conducted.
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12.	 Limitations Addressed: Limitations were not addressed.

13.	 Generalizations Appropriate: The authors did not address generalizability, 
but data from 10 geographically diverse managed care populations would 
probably be fairly generalizable.

14.	 Unbiased Conclusions: The conclusions were based on the results presented 
and were not overstated, but the analysis was not complete—only medication 
costs and one outcome were measured. As listed in this chapter, five additional 
issues should be addressed when critiquing studies that use retrospective da-
tabases. The first issue involves describing the database. Although this study 
indicated it was from 10 geographically diverse managed care groups, it did 
not include other information (e.g., number of people covered, demographic 
characteristics). The next two issues consider patient criteria and patient eli-
gibility. This study outlined the medications and diagnosis that were used to 
identify osteoporosis patients. Fracture diagnoses could have been expanded 
upon, and different types of fractures could have been assessed. The severity 
associated with a hip fracture is much higher than with a wrist fracture. The 
last two issues, regarding clinical outcome measures and sensitivity analysis, 
were addressed in the answers to questions 8 and 11.

Questions/Exercises

Go to an online search Website (such as MEDLINE). Search for articles with the 
words “retrospective database” in their titles. Choose one of the articles (or if you 
are using this book as part of a course, your professor may assign an article). After 
reading the article, answer the following questions:

1.	 Was there a clear explanation of the database used for the study?
2.	 Was there a clear explanation of the inclusion and exclusion criteria use to 

select patients?
3.	 Was the eligibility period of patients discussed?
4.	 How were outcomes measured?
5.	 Were sensitivity analyses conducted?
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Pharmacy Services

Objectives
Upon completing this chapter, the reader will be able to:

1.	 Discuss the history and development of research on the 
value of pharmacy services.

2.	 List issues specifically related to critiquing pharmacy service 
research.

3.	 Understand the importance of measuring costs and patient 
outcomes associated with medication therapy management 
(MTM) services mandated for high-risk Medicare patients.

4.	 Critique an example of a pharmacoeconomic study that evalu-
ates pharmacy services.

Chapter  12

✦ What are Pharmacy Services?

One of the definitions given in Chapter 1 for pharmacoeconomics is that it iden-
tifies, measures, and compares the costs and consequences of pharmaceutical 
products and services.1 In most chapters, the research examples have focused on the 
evaluation of pharmaceutical products. However, this chapter focuses on the phar-
macoeconomic research that evaluates pharmaceutical services.

A variety of terms have been associated with pharmaceutical or pharmacy ser-
vices in the literature, including clinical pharmacy services, cognitive pharmacy ser-
vices, pharmaceutical care services, disease-state management, and medication 
therapy management (MTM). Pharmacy services consist of a variety of functions 
performed by a pharmacist that may or may not be associated with the dispensing 
of a particular prescription order. Examples include pharmacokinetic monitoring 
(e.g., using algorithms to estimate blood concentrations of medications), patient 
education to improve medication taking behaviors, and drug use monitoring and 
review to ensure the appropriate use of medication. MTM is a term used by Medi-
care to include a wide range of services provided to its recipients. MTM is discussed 
in more detail later in this chapter.

246
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✦ History of Pharmacy Services

The need for research that evaluates the effects of pharmacy services was identified 
as early as 1971 by the Task Force on the Pharmacist's Clinical Role,2 and research 
articles that estimate the value of pharmacy services have been published since the 
late 1970s.3 Most early studies were used to justify the value of the provision of 
“clinical pharmacy” services (e.g., pharmacokinetic dosing) in institutional (hospi-
tal) settings. In 1990, Hepler and Strand4 proposed the concept that pharmacists 
should provide pharmaceutical care, just as physicians provide medical care and 
nurses provide nursing care. Pharmaceutical care is “the responsible provision 
of drug therapy for the purpose of achieving definite outcomes that improve a 
patient's quality of life.”4 Research on the value of providing pharmaceutical care 
services was extended to outpatient and community pharmacy settings. The fed-
eral government has recognized the importance of MTM services and included 
the provision of these services to high-risk patients as part of the Medicare Part D 
outpatient prescription drug benefit that took effect in January 2006.5

✦ Review of the Research

How is a value placed on pharmacy services? A variety of approaches have been 
used, including contingent valuation (CV), prospective studies, modeling, and a 
combination of these methods.

CV or willingness-to-pay (WTP) methodologies (see Chapter 7) have been used 
to estimate what patients would pay for pharmacy services. A review of 10 research 
articles using CV to place a value on pharmacy services was published in 1999.6 
The advantage of using CV or WTP methods is that they combine the range of 
benefits (e.g., better health-related quality of life, less sick time, less use of medi-
cal resources) perceived by patients into one monetary amount. The disadvantage 
found by these authors is that because of the different ways the questions were pre-
sented and the inherent biases of CV (e.g., starting point bias), results vary widely 
and the validity of some results is questionable. The authors provided suggestions 
to researchers on how to improve the quality and usability of future CV studies. 
One study published after this review incorporated an appropriate methodology 
to determine the amount patients would be willing to pay to reduce their risk of 
medication-related problems. The average amount people were willing to pay out 
of pocket ranged from $4 to $5 per prescription, and the amount they were willing 
to pay through increased insurance premiums was $29 to $36 per year.7

Other researchers have used the approach of measuring how much money 
would hypothetically be saved in direct medical costs when community pharma-
cists performed interventions (e.g., detecting a drug–drug interaction or a preex-
isting allergy to the medication) before dispensing medications. Rupp8 developed 
a methodology for pharmacists (or pharmacy students) to record pharmacist 
interventions and assembled a panel to estimate cost savings attributable to  
these interventions. He found that about 1.9% of all prescriptions filled required 
an intervention, and the estimated savings for each intervention was $123 in direct 
medical costs (i.e., physician, emergency department, or hospital services) avoided, 
resulting in a value of about $2.30 per screened prescription.

Dobie and Rascati9 used this methodology and the same panel to assess phar-
macists’ interventions in rural pharmacies. Although they found that interventions 
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were recorded for fewer prescriptions (0.8%), the estimated savings per intervention 
were higher ($425), or about $3.40 per screened prescription. These studies did not 
estimate the cost of the pharmacists’ time involved with providing these interven-
tions but only estimated the monetary benefits from costs avoided, so no benefit-
to-cost ratios were calculated. A more recent study by Lee et al.10 used a similar 
method of assessing the potential for harm that would have occurred if pharmacist 
recommendations were not made and accepted in a Veterans Affairs (VA) medical 
center (including inpatient, outpatient, and skilled-nursing facilities). On aver-
age, each pharmacist recommendation avoided about $700 in overall medical and 
pharmacy costs.

Three publications have emanated from the American College of Clinical Phar-
macy (ACCP) Task Force on Economic Evaluation of Clinical Pharmacy Services. 
The first summarized the economic literature on pharmacy services before 1988, 
the second between 1988 and 1995, and the third from 1996 to 2000.11–13 Each 
task force publication contains an appendix, in table form, that summarizes the 
key points for each evaluated article, including; the objective, analytic methods, 
type of comparison group, input costs included, resource use and economic out-
comes, economic results, and reviewers’ comments. In the most recent Task Force 
publication, 59 research articles were summarized. Most studies were conducted 
in a community hospital (n 5 16) or a university hospital (n 5 13), and the most 
common pharmacy service evaluated was “general pharmacotherapeutic monitor-
ing” (n 5 28). Most research articles (n 5 50) found a positive economic impact 
attributable to the service, and 16 benefit-to-cost (B:C) ratios were listed. The range 
of B:C ratios was 1.7:1 to 17.0:1, with a median of about 5:1, indicating that for 
every one dollar spent providing pharmacy services, $5 was saved.13

Summaries of Specific Multipharmacy Projects

Economic results of some multisite outpatient pharmacy service studies have been 
published, with varying results.14 Three large prospective studies with positive 
clinical and economic findings will be discussed here in more detail. These studies 
are the Impact of Managed Pharmaceutical Care on Resource Utilization and Out-
comes in Veterans Affairs Medical Centers (IMPROVE) study, the Asheville Project, 
and the Patient Self-Management Program (PSMP) Program.

The IMPROVE Study

The IMPROVE study was designed to assess general health outcomes of VA pa-
tients who received pharmaceutical care in ambulatory clinics.15 Nine VA sites 
across the country participated in the study. Patients at a high risk for drug-related 
problems were randomized to either the pharmaceutical care service in addition  
to usual care (intervention group; n 5 523) or usual care alone (control group;  
n 5 531) and followed for 1 year. Pharmacists contacted each patient in the phar-
maceutical care group an average of about three times during the follow-up year. 
No significant difference in health-related quality of life (measured using the 
SF-36; see Chapter 8) was seen between the two groups. An assessment of some 
disease-specific laboratory values indicated an improvement in glucose and cho-
lesterol levels in the intervention group compared with the control group. Overall 
medical costs for both groups increased in the follow-up year, but the costs for the 
pharmaceutical care group increased less than for those who received usual care 
only ($1,020 versus $1,313, respectively).
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The Asheville Project

The Asheville Project was implemented for employees of the City of Asheville, NC, 
and for employees of the Mission-St. Joseph's (MSJ) Health System, and it targeted 
two diseases: diabetes and asthma.16,17 Employees were provided with consulta-
tions by pharmacists from 1 of 12 local pharmacies, who performed medication 
review and monitoring in addition to education and physical assessments. The 
patients, in return for participating in the project, received a copay waiver for their 
diabetes or asthma medications and supplies. Patients who received these phar-
macy services had improved clinical indicators (better control of their blood glu-
cose or improvement in forced expiratory volume), reduced direct medical costs, 
and reduced indirect costs (as measured by a decrease in sick days).

The Patient Self-Management Program

Because of the success of the Asheville Project, 80 community pharmacy provid-
ers with diabetes training were selected from five communities (in four different 
states) to be included in a pilot project, the PSMP, which encouraged patients 
with diabetes to actively participate in the management of their disease (e.g., to 
meet with their pharmacist to set clinical goals for themselves).18 A total of 256 
patients participated in the program and showed clinical improvement in many 
areas (e.g., improvement in blood glucose levels, improvement in cholesterol levels, 
and higher influenza vaccination and eye examination rates), and average annual 
health care costs per patient were $918 less than projected.

✦ Issues in Valuing Pharmacy Services

Wide Variation in Services

When researchers say the purpose of their study is to evaluate the provision of 
pharmacy services, they can be referring to a wide variety of activities. Some studies 
may assess a specific service that is directed toward a particular disease or condi-
tion (e.g., determining the correct antibiotic to use for infections based on labora-
tory culture results), a specific service that is directed toward a variety of diseases 
(e.g., telephone calls to increase patient adherence to their chronic medications), or 
a group of general services directed toward multiple diseases (e.g., MTM). Because 
of these variations, it is imperative that researchers explain in detail what pharmacy 
service activities are being examined and how they are being provided. In fact, the 
provision of the same set of services may differ from pharmacist to pharmacist or 
from pharmacy site to pharmacy site which may partially explain why results from 
service evaluation studies are so wide ranging.

Type of Pharmacoeconomic Study

Because the purpose of most pharmacy service economic evaluations is to deter-
mine whether the service is worthwhile financially, cost-benefit analyses (CBAs) 
are commonly conducted. Input costs include the resources used to provide the 
service, and benefits are often measured as direct medical costs avoided because of 
the provision of the service. As mentioned in Chapter 7 on CBA, some health care 
economists do not consider this method as a true CBA unless health consequences 
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are also valued in dollars, and they refer to this type of study as a cost analysis or 
cost avoidance study.

Costs Associated with Providing Services

Estimating the cost of providing health care services usually involves the measure-
ment of labor costs of the health care providers. Even if no new personnel are 
hired to provide the services in question, the time associated with providing the 
services should be measured and valued because the professionals could instead be 
performing other productive activities instead of these services (see the discussion 
of opportunity costs in Chapter 2). It is important to include both the estimated 
salary per hour of the health care professional as well as the cost of fringe benefits 
to the company or institution for these professionals. If new computer equipment 
or programming or new space is needed to provide the services, these costs should 
also be included in estimations. Free online software (the PharmAccount service 
cost calculator) is available, which provides a step-by-step approach for analyzing 
of the costs of delivering pharmacy services.19

Benefits Associated with Services

It is often difficult to tie patient benefits directly to health care services that are 
provided. In some cases, it can be determined quickly if the correct drug and dose 
was chosen (e.g., intravenous antibiotics used in hospitalized patients). For other 
services, such as general medication monitoring, the association with better health 
outcomes and lower costs might not be apparent immediately, and may be attrib-
utable, in part, to other factors such as improved diet or increased exercise. The use 
of comparison groups who do not receive the service but are similar at baseline to 
the patients receiving the service increases the confidence in the findings.

Pharmacy Budget Silo Mentality

Another barrier to economic research pertaining to pharmacy services is referred 
to as silo mentality, that is to consider only one budget or silo (in this case, the 
pharmacy budget) rather than overall resource use. In many cases, the provision of 
pharmacy services increases the pharmacy budget because of increases in pharmacy 
personnel time and possibly additional or more expensive medications that may be 
recommended by the pharmacist. As we have seen with the IMPROVE study and 
the Asheville Project, pharmacy services can lead to a decrease in overall health care 
costs because of a decrease in the use of other nonpharmacy budgetary resources 
such as emergency department and hospitalization services.

✦ Medicare Medication Therapy Management

A development in the provision of pharmacy services is the recognition by Medi-
care of the need for MTM. The Medicare Prescription Drug Improvement and 
Modernization Act (MMA), which was passed in late 2003, in addition to creating 
a Medicare Part D outpatient prescription drug benefit that began in 2006, called 
for the implementation of MTM strategies for high-risk patients. Eleven national 
pharmacy groups met in 2004 to develop a profession-wide consensus on the 
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definition of MTM.20 MTM includes a broad range of professional activities and 
may occur in conjunction with or independently from the dispensing of a medica-
tion. The five core elements of MTM include21:

●	 Medication therapy review
●	 A personal medication record
●	 A medication action plan
●	 Intervention and referral
●	 Documentation and follow-up

Some updates (Version 2.0) were developed in 2008.22 The newer version places 
an increased emphasis on the patient's role in medication self-management, care 
transitioning and collaborative health care team partnerships.

Although consensus on the definition of MTM services is emerging, there is no 
consensus on how to bill for or receive payment for these services. Pharmacies and 
pharmacists currently negotiate with the various drug plans to determine the fee 
structures and reimbursement rates, and federal standard-setting organizations 
(e.g., the Agency for Healthcare Research and Quality) are developing guidelines 
and quality assurance measures for these services.5,23

As early as 2003 (3 years before implementation of the Medicare Part D prescrip-
tion benefit), researchers tried to predict what effect MTM services would have on 
costs and patient outcomes. Etemad and Hay24 used information from past litera-
ture to create a Markov model (see Chapter 10) to predict the cost per life year 
saved because of MTM services. Their base case results indicated that although the 
costs of paying pharmacists for these services were estimated at almost $48 billion 
per year (all costs in year 2000 dollars) and costs of medications would increase by 
about $22 billion (about $109 billion increase because of better patient compliance 
coupled with a $87 billion decrease because of discontinued medications), medical 
costs (e.g., hospitalizations, emergency department visits) would decrease by $53 
billion. The net annual cost projected because of the provision of MTM services 
was $17 billion ($48 billion + $22 billion − $53 billion), and it was estimated that 
these services would provide an increase of about 8 million life-years, for a cost-
effectiveness ratio (CER) of about $2,000 per life year saved. Many sensitivity 
analyses were conducted on model variables. Results ranged from MTM services 
being dominant (i.e., decrease in overall costs while increasing life-years) to a maxi-
mum cost of $13,000 per life year saved, which is well below the common $50,000 
threshold (see Example 6.1 in Chapter 6).

Touchette et al.25 surveyed MTM programs to determine what had been imple-
mented in the first 4 months of the program. The researchers received responses 
from managers of 21 MTM programs used by 70 health insurance plans. These  
21 MTM programs covered 12 million of the 21 million Medicare patients enrolled 
in Part D by April 2006. Many different methods were used to define high-risk 
Medicare patients in need of MTM services. The majority of MTM programs pro-
vided both information mailed to the patient and in-house call centers for patient 
health management. Only 4 of the 21 programs used contracts with local phar-
macies to provide face-to-face MTM services, but they were large programs and 
covered 7.5 million Medicare beneficiaries (although the authors admit they could 
not give an estimate of how many of these 7.5 million patients met the criteria for 
MTM services nor how many received them at the local level).

There is continued debate on the cost-effectiveness of MTM services by setting 
(call centers, mailings, clinics, community pharmacies). When assessing changes 
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in medication expenditures from a group of health plans, Winston and Lin found 
that costs savings were higher for patients who received care from community 
pharmacists than from call centers and mailings. Drug costs decreased most 
for face-to-face services, decreased somewhat for call center services, and were 
unchanged for those who received MTM via mailings.26 Another study surveyed 
patients about their preferences for receiving MTM services. Respondents were 
willing to spend about $30 to trade telephone MTM for clinic-based MTM, and 
they were willing to pay $13 more for MTM service at a community pharmacy 
compared with clinic-based MTM.27

Oladapo et al. conducted a literature search for post-2005 studies on clinical 
pharmacy services (including MTM services) with results reported in terms of 
cost-benefit ratios, net benefits/savings, return on investment, cost savings or cost 
avoided (n 5 21 studies).28 While the majority of these studies reported positive 
economic values with the provision of MTM or clinical pharmacy services, they 
also had limitations. These include: absence of a control or comparison group; 
insufficient detail on the services provided; restriction of input costs to only 
personnel costs and failure to input other costs involved in the provision of the 
service; failure to evaluate clinical outcomes and convert them to monetary units; 
focus on direct drug costs only; absence of incremental CBAs and sensitivity analy-
ses; and failure to evaluate indirect costs.

A preliminary study by CMS retrospectively investigated how enrollment in 
a standalone Prescription Drug Plan (PDP) or Medicare Advantage Prescription 
Drug Plan (MAPD) MTM program with or without receipt of an annual compre-
hensive medication review (CMR) influenced drug therapy, resource utilization, 
and costs for a 6-month period in 2010. Outcomes for new MTM enrollees with 
congestive heart failure (CHF) or chronic obstructive pulmonary disease (COPD) 
were assessed. Improved medication adherence and the discontinuation of high-
risk medications were seen consistently for those enrolled in MTM services, while 
the positive effects of reduced hospitalizations, emergency room visits, and costs 
were seen for some analyses but not others. For example, there were significant 
cost savings associated with all-cause hospitalizations but not with disease-specific 
(e.g., CHF-specific or COPD-specific) hospitalizations. Patients who received CMRs 
were more likely to benefit from MTM program participation across almost all 
outcomes relative to those in MTM programs who did not receive CMRs (http://
innovation.cms.gov/Files/reports/MTM-Interim-Report-01-2013.pdf).

Summary

Research describing and evaluating the provision of nondispensing clinically based 
pharmacy services has appeared in the literature since the 1970s. Both disease-
specific and general pharmacy-related services have been described and are found 
under a variety of designations, such as cognitive services and pharmaceutical care 
services. A number of methods have been used to determine the economic value of 
pharmacy services. CV techniques have been used to elicit what patients would be 
willing to pay for these services, and dollar values of health care resources avoided 
because of pharmacist interventions have been estimated.

An American College of Clinical Pharmacy (AACP) task force has published 
three reviews of economic evaluation of services spanning different periods of time. 
Most of the articles reviewed assess services provided by a hospital or institution, 
but evaluations of community pharmacy services appear more frequently in the 
current literature.

http://innovation.cms.gov/Files/reports/MTM-Interim-Report-01-2013.pdf
http://innovation.cms.gov/Files/reports/MTM-Interim-Report-01-2013.pdf
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The results of three prospective multipharmacy studies—the IMPROVE study, the 
Asheville Project, and the PSMP program—were summarized in this chapter. Certain 
issues related to pharmacy service research and its evaluation were discussed, including: 
the wide variation in services; the type of study (quasi or true CBA); the labor, overhead 
and opportunity cost measurements needed; the difficulty in determining the true 
cause and effect of services; and the drug budget silo mentality of insurers and providers.

The Medicare Modernization Act (MMA) created an outpatient prescrip-
tion drug benefit that was implemented in January of 2006. This act requires 
contracted drug plans to provide MTM services for high-risk Medicare patients. 
Past research studies in outpatient settings that have indicated cost savings and 
improved patient outcomes as a result of the provision of pharmacy services  
(e.g., the multipharmacy studies referred to above) were conducted primarily at the 
local level and included face-to-face patient–pharmacist interactions. Preliminary 
surveys of drug plans, published in 2006, show that many insurance plans were 
fulfilling the MTM service requirements using mailings and in-house call centers 
instead of contracting with local pharmacists to provide direct patient care. The 
number of evidence-based evaluations of MTM services continues to expand. There 
is evidence that pharmacist-provided MTM services can have a positive impact on 
clinical outcomes for patients, and that payment for MTM services may be offset by 
savings on medical and hospital services. We also do not have a clear understanding 
of the relative effectiveness of differing models for MTM (e.g., face-to-face versus 
telephone; disease-focused versus holistic). More research is needed to further de-
lineate patient risk stratification to identify specific cost savings on types of medical 
services; and to identify areas where high impact on cost savings can be realized.

Composite Article: Pharmacy Services

Title: Cost-Benefit Analysis of a  
Pharmacist-Run Diabetes Clinic

Background: Whitestock Healthcare 
(WH) system is a managed care network 
that provides health care to approximately 
200,000 patients in central Texas. WH admin-
istrators were approached by the pharmacy 
department to discuss the development of a 
pharmacist-run clinic to manage the medica-
tion therapy of WH patients who had diabetes 
mellitus (DM). Many patients with DM have 
episodes of hypoglycemia or hyperglycemia 
that lead to emergency department (ED) vis-
its or hospitalizations if their blood sugar is  
not adequately regulated. Administrators 
asked for an estimate of costs and savings to 
WH for the first 3 years of the clinic. Therefore, 
the objective of this study was to estimate the 
costs and economic benefits of a pharmacist-
run diabetes clinic. The perspective of the 
study was the WH system.

Methods: Past information on resource 
utilization of WH patients with DM and a 
review of existing literature were used for 
utilization and costs estimates. The WH ac-
counting office was contacted to determine 
the labor, overhead, and supply costs associ-
ated with opening and operating a clinic. It 
was assumed that approximately 200 patients 
with DM would be enrolled in the clinic dur-
ing its first year of operation and 400 patients 
would be enrolled in subsequent years. For 
the first year of operation, a pharmacist would 
spend about 15 hours per week in the clinic 
and 30 hours per week in subsequent years. 
Administrative support was budgeted to keep 
track of activities and appointments. It was 
proposed that a small private room in one of 
the main outpatient clinics be dedicated to 
this operation.
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Pharmacy Services Provided:  The 
pharmacist(s) chosen for this clinic would 
perform the following functions:

1.	 Identify DM patients in most need of drug 
therapy monitoring. The patients may in-
clude those with elevated hemoglobin-A1c 
laboratory values and those who had docu-
mentation of a recent hypoglycemic or hy-
perglycemic episode.

2.	 Contact each patient's physician to deter-
mine a treatment plan.

3.	 Contact the patient to schedule a medica-
tion consultation. This consultation would 
include review and documentation of the 
patient’s medical and prescription history 
and would also include diabetes education. 
This consultation may result in higher com-
pliance with medications (and thus increase 
the cost of medications) and higher utiliza-
tion of laboratory monitoring.

4.	 Contact the physician for discussion and 
approval of any recommended medication 
changes.

5.	 Schedule follow-up consultations as needed.

Results: Unit costs of health care resources 
based on WH averages are listed in Exhibit 12.1.  
Exhibits 12.2 and 12.3 list the 3-year estimated 

health care costs for “treatment as usual,” 
without the pharmacy clinic, compared with 
cost estimates if the clinic was implemented. 
It is projected that patients who participate 
in the clinic will incur more medication and 
laboratory costs but will be less likely to have 
an ED visit or hospitalization, resulting in an 
overall estimated savings, discounted at 5%, 
of $305,780 compared with those who do not 
receive these services.

Exhibit 12.4 provides the estimated costs 
for 3 years of clinic operations, which when 
discounted at 5%, totals $254,097. The net 
benefit of the pharmacy clinic is $51,683 
($305,780 − $254,097), and the benefit-to-cost 
ratio is 1.20:1 ($305,780:$254,097), indicating 
that for every dollar spent on clinic operations, 
$1.20 is saved because of a decrease in costs 
associated with total health care services. If 
discounting is not performed, the net benefit 
would be $55,000 ($324,000 − $269,000), and 
the benefit-to-cost ratio would again be 1.20:1 
($324,000:$269,000).

Discussion: The 3-year cost projections 
were well-received by WH administrators, and 
plans are being made to open a DM clinic 
soon. Costs specific to one health care system 
were used in these estimates and may not be 
generalizable to other sites.

Diabetes-Related 
Health Care Resources Unit Costs $

Estimated Change with Pharmacy 
Services

Oral antidiabetic agents  
(90% of patients)

100 per month per patient 10% increase

Insulin (10% of patients) 100 per month per patient 10% increase

Testing strips and supplies  
(10% of patients)

50 per month per patient 10% increase

Laboratory tests 50 per test (without service one test 
per year)

Twice per year test

Physician visits 150 per visit (two visits per year) No change

ED visits 500 per visit (without service  
30% of patients)

Reduction to 10% of patients

Hospitalizations 4,000 per stay (without service 
15% of patients)

Reduction to 5% of patients

ED 5 emergency department.

EXHIBIT 12.1

Unit Cost Estimates for Diabetes
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Diabetes-Related 
Health Care  
Services Without 
Pharmacy Service

Estimated Year 1 
Costs (n 5 200) ($)

Estimated Year 2 
Costs (n 5 400) ($)

Estimated Year 3 
Costs (n 5 400) ($)

Total Discounted 
Costs (Using a 5% 
Discount Rate) ($)

Oral antidiabetic 
agents (90% of 
patients)

216,000 432,000 432,000 1,019,265

Insulin (10% of 
patients)

24,000 48,000 48,000 113,252

Testing strips and 
supplies

12,000 24,000 24,000 56,626

Laboratory tests 10,000 20,000 20,000 47,188

Physician visits 60,000 120,000 120,000 283,129

ED visits (30% of 
patients)

30,000 60,000 60,000 141,565

Hospitalizations (15% 
of patients)

120,000 240,000 240,000 566,258

Total 472,000 944,000 944,000 2,227,284

ED 5 emergency department.

EXHIBIT 12.2

Estimated Diabetes-Related Health Care Costs without Pharmacy Clinic

EXHIBIT 12.3

Estimated Diabetes-Related Health Care Costs with Pharmacy Clinic
Diabetes-Related 
Health Care  
Services with  
Pharmacy Service

Estimated Year 1 
Costs (n 5 200) ($)

Estimated Year 2 
Costs (n 5 400) ($)

Estimated Year 3 
Costs (n 5 400) ($)

Total Discounted 
Costs (Using a 5% 
Discount Rate) ($)

Oral antidiabetic 
agents (90% of 
patients)

237,600 475,200 475,200 1,121,192

Insulin (10% pts) 26,400 52,800 52,800 124,577

Testing strips and 
supplies

13,200 26,400 26,400 62,288

Laboratory tests 20,000 40,000 40,000 94,376

Physician visits 60,000 120,000 120,000 283,129

ED visits (10% of 
patients)

10,000 20,000 20,000 47,188

Hospitalizations  
(5% of patients)

40,000 80,000 80,000 188,753

Total 407,200 814,400 814,400 1,921,504

Cost savings  
(benefits)a

64,800 129,600 129,600 305,780

ED = emergency department.
aDifference in totals from Exhibit 12.2. 
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Cost Category
Estimated Year 1 
Costs ($)

Estimated Year 2 
Costs ($)

Estimated Year 3 
Costs ($)

Total Discounted 
Costs (Using a  
5% Discount Rate) ($)

Pharmacist timea 45,000 90,000 90,000 212,347

Administrative timeb 5,000 10,000 10,000 23,594

Space and overhead 5,000 5,000 5,000 14,297

Materials/suppliesc 2,000 1,000 1,000 3,859

Total costs of service 57,000 106,000 106,000 254,097

Cost savings  
(benefits)d

64,800 129,600 129,600 305,780

aYear 1: 15 hours per week; years 2 and 3: 30 hours per week at $50 per hour plus 15% fringe benefits.3.
bYear 1: 5 hours per week; years 2 and 3: 10 hours per week at $17 per hour plus 15% fringe benefits.4.
cYear 1 includes the purchase of a computer and printer.5. 
dDifference in total costs of diabetes-related health care service versus without pharmacy services (see Exhibits 12.2 and 12.3). 

EXHIBIT 12.4

Estimated Costs and Benefits of Providing Diabetes Management Pharmacy 
Clinic Services

Worksheet for Critique of Pharmacy  
Services Composite Article

1.	 Complete Title?

2.	 Clear Objective?

3.	 Appropriate Alternatives?
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4.	 Alternatives Described?

5.	 Perspective Stated?

6.	 Type of Study?

7.	 Relevant Costs?

8.	 Relevant Outcomes?

9.	 Adjustment or Discounting?
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Critique of Pharmacy Services Composite Article

10.	 Reasonable Assumptions?

11.	 Sensitivity Analyses?

12.	 Limitations Addressed?

13.	 Generalizations Appropriate?

14.	 Unbiased Conclusions?

  1.	 Complete Title: The title did identify the type of study (i.e., CBA) and what was 
being assessed: a pharmacist-run diabetes clinic.

  2.	 Clear Objective: The objective of this study was “to estimate the costs and eco-
nomic benefits of a pharmacist-run diabetes clinic.” This was clear.

  3.	 Appropriate Alternatives: This was an example of a “with-or-without” study. 
The alternatives were to implement a diabetes clinic compared with providing 
usual diabetes care.
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  4.	 Alternatives Described: This is an important question for pharmacy services 
research because the set of activities may differ from one site to the next. This 
article provided some detail as to the services that would be provided in the 
clinic.

  5.	 Perspective Stated: The perspective of the study was explicitly stated as that of 
the managed health care system (i.e., WH). Therefore, only direct costs to the 
system were estimated.

  6.	 Type of Study: The study was correctly identified as a CBA because outcomes 
were valued in monetary units as cost savings. Some researchers would not 
consider the calculations of only direct medical costs and saving as a complete, 
or true, CBA because intangibles and indirect costs were not included and no 
dollar value was placed on improved health outcomes.

  7.	 Relevant Costs: It may be more complex to answer this question about CBAs 
because both inputs and outcomes are measured in dollars. Input costs (left-
hand side of the pharmacoeconomics (PE) equation; see Fig. 1.1 in Chapter 1) 
included the estimated costs of operating a diabetes clinic. These included la-
bor, overhead, and supplies. Fringe benefits for both the administrative person-
nel and the pharmacist were included. Some researchers might have included 
the costs of the added laboratory studies or extra medication as an input cost 
because these were projected based on recommendations of the clinic pharma-
cist. If this had been done, the net benefit calculations would have been identi-
cal, but the benefit-to-cost ratios would have been different.

  8.	 Relevant Outcomes: Based on the objective and perspective of the study, the 
difference in direct medical costs was estimated to determine the benefit of the 
clinic (right-hand side of the PE equation; see Fig. 1.1 in Chapter 1). No non-
medical, indirect, or intangible costs were included.

  9.	 Adjustment or Discounting: The cost and benefits were estimated for a 3-year 
period. Discounting at 5% was conducted. Because most costs (except for the 
computer in the first year) were recurring (versus start-up costs), discounting 
had little effect on the benefit-to-cost ratio.

10.	 Reasonable Assumptions: Because this was based on estimations and projec-
tions, all values were assumed to be accurate approximations. Because the 
estimated costs were detailed in the tables, other health care systems could 
calculate a ratio using their own estimates. Other assumptions included the 
number of patients who would participate in the clinic each year and the 
amount of time it would take the pharmacist to monitor and meet with each 
patient. Lastly, the assumption that ED visits and hospitalization would de-
crease substantially should have been documented based on past research on 
DM clinics.

11.	 Sensitivity Analyses: The only sensitivity analysis conducted was with regard 
to discounting (5% discounting versus no discounting [0%]). Other sensitivity 
analyses based on personnel time and reduction of ED visits and hospitaliza-
tions should have been conducted.
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Questions/Exercises

Based on the following abstract (condensed summary of a research article), please 
answer the following questions:

Abstract

Title: Cost-Effectiveness Analysis of Medication Therapy Management Services 
Provided to Medicare Patients.

Objective: The objective of this study was to determine the costs and effects of 
providing medication therapy management (MTM) services to Medicare patients 
for 1 year.

Study Design: Redbud health plan is a health maintenance organization (HMO) 
located in Oklahoma. The HMO has a contract with Medicare as a Medicare 
Advantage Prescription Drug (MA-PD) plan and provides both medical services 
(Parts A and B) as well as outpatient prescription drug coverage (Part D) to its 
Medicare members. Any patients predicted to spend $4,000 or more on outpatient 
prescriptions per year were defined as high-risk patients and MTM services were 
provided for these patients. MTM services at clinic A consisted of patient-specific 
educational mailings and the provision of a toll-free number to call for counseling 
services from licensed pharmacists at a centralized call center. MTM services at 
clinic B consisted of patient-specific educational mailings and face-to-face consul-
tations with licensed pharmacists at their clinic. If patients at clinic B were not able 
to come to the clinic for face-to-face counseling (e.g., they were not ambulatory), 
pharmacists from clinic B would provide counseling over the phone. The perspec-
tive was that of the HMO. The costs of providing MTM services were measured 
based on the time to produce patient-specific letters, mailing costs, phone charges, 
and the pharmacists’ time spent counseling patients. Savings attributable to 
health care costs avoided and changes in medication costs as a result of the MTM 
services were also measured. All costs were based on 2008 cost estimates. Clinical 
outcomes were measured as the differences in SF-36 mental and physical health 
component summary scores given at the beginning and the end of the year.

12.	 Limitations Addressed: The authors did address the limitation that these es-
timates were based on information from their own health care system and may 
not extrapolate to other systems. The lack of information (using past literature) 
on estimating the reduction of health care use should have been addressed.

13.	 Generalizations Appropriate: The authors did not try to extrapolate beyond 
their health care system.

14.	 Unbiased Conclusions: Conclusions were based on the estimates presented in 
detailed tables, but because no sensitivity analysis on these estimates or further 
documentation of effects of diabetes services were presented, the results should 
be interpreted with some caution.
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Results: A total of 206 Medicare patients were deemed “at risk” by the computer 
algorithm (102 at clinic A and 104 at clinic B).

Costs: The average costs of providing MTM services were $100 per patient at clinic 
A and $200 per patient at clinic B. Average costs for medications increased for both 
groups from the previous year (clinic A, increase of $200; clinic B, increase of $250). 
Average medical service costs increased by $500 for group A and $100 for group 
B. This resulted in an average total cost increase of $800 for clinic A and $550 for 
clinic B.

Outcomes: There were no significant baseline to end-of-year differences in the aver-
age mental health component summary score or physical health summary score 
for the patients in clinic A. There were no significant differences in the average 
mental health component summary score for patients in clinic B, but there was a 
10% improvement in their physical health summary score.

Conclusions: In this analysis, the patients in clinic B who received individualized 
letters and counseling from local pharmacists (mostly face-to-face consultations) 
had a lower overall increase in costs and an improvement in their self-assessed 
physical functioning compared with patients in clinic A who received individual-
ized letters and counseling by telephone from a centralized call center.

1.  Was the title complete?

2.  What were the alternatives? Were they appropriate?

3.  Were pharmacy services adequately defined?

4.  Was discounting needed? Was it conducted?
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5.  Was a sensitivity analysis conducted? If so, on what variables?
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✦ Health Care Expenditures

As mentioned in Chapter 1, the United States spent about $2.7 trillion on health 
care in 2010, for an average of about $8,000 per person, or about 17% of the gross 
domestic product (GDP). About 12% (over $900 per person) of health care expendi-
tures were for medications.1 How does this compare with other countries? Accord-
ing to estimates by the Organization for Economic Cooperation and Development 
(OECD), the United States spends by far more per person on health care and, in 
turn, medication, than any other country (Table 13.1). In addition, the United 
States is one of the few industrialized countries where the federal government is 
not the primary payer for health care services.1 Countries that fund most of their 
citizens’ health care have an incentive to evaluate the value they are receiving for 
their tax dollars.

International Perspective

Objectives
Upon completing this chapter, the reader will be able to:

1.	 List the basic differences in health care expenditures between 
the United States and other nations.

2.	 Discuss the comparability of using pharmacoeconomic results 
from different countries.

3.	 Give a brief history on the development and use of pharma-
coeconomic guidelines in Australia, Canada, and the United 
Kingdom.

4.	 Find updated references and websites on worldwide pharma-
coeconomic guidelines.

Chapter  13
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Country

Percent GDP 
Spent on Health 

Care (%)

Dollars per 
Capita Spent 

on Health 
Care ($)

Percent Paid 
by Public 

Resources (%)

Percent  
of Healthcare 
Dollars Spent 
on Prescription 

Drugs (%)

Dollars 
per Capita 
Spent on 

Prescription 
Drugs ($)

Australia 9.1 3,670 68.5 14.7 540.9

Austria 11.0 4,395 76.2 12.0 525.3

Belgium 10.5 3,969 75.6 15.8 626.2

Canada 11.4 4,445 71.1 16.7 740.7

Chile 8.0 1,202 48.2 11.1 134.7

Czech Republic 7.5 1,884 83.8 19.9 374.7

Denmark 11.1 4,464 85.1 7.4 330.9

Estonia 6.3 1,294 78.9 21.8 281.8

Finland 8.9 3,251 74.5 13.9 452.0

France 11.6 3,974 77.0 16.0 634.5

Germany 11.6 4,338 76.8 14.8 640.0

Greece 10.2 2,914 59.4 24.8 676.5

Hungary 7.8 1,601 64.8 33.6 538.4

Iceland 9.3 3,309 80.4 15.8 523.3

Ireland 9.2 3,718 69.5 18.5 686.4

Israel 7.5 2,071 60.5 NI NI

Italy 9.3 2,964 79.6 17.2 510.8

Japan 9.5 3,035 80.5 20.8 630.2

Korea 7.1 2,035 58.2 21.6 439.8

Luxembourg 7.9 4,786 84.0 9.1 406.0

Mexico 6.2 916 47.3 27.1 249.9

Netherlands 12.0 5,056 85.7 9.5 481.2

New Zealand 10.1 3,022 83.2 9.4 285.4

Norway 9.4 5,388 85.5 7.3 394.9

Poland 7.0 1,389 71.7 22.7 314.8

Portugal 10.7 2,728 65.8 18.6 508.1

Slovak Republic 9.0 2,096 64.5 26.4 554.2

Slovenia 9.0 2,429 72.8 19.4 471.9

Spain 9.6 3,056 74.2 18.4 561.2

Sweden 9.6 3,758 81.0 12.6 474.4

Switzerland 11.4 5,270 65.2 9.7 510.4

Turkey 6.1 913 73.0 NI NI

United Kingdom 9.6 3,433 83.2 11.8 369.4

United States 17.6 8,233 48.2 11.9 983.1

OECD AVERAGE 9.5 3,265 72.2 16.6 495

GDP = gross domestic product; NI = no information.
Organization for Economic Cooperation and Development. OECD Health Data 2012: Frequently Requested Data. http://www.oecd.org/
health/health-systems/oecdhealthdata2012-frequentlyrequesteddata.html. Accessed February 2013.

Table 13.1. Comparison of Health Care Spending  
by Country In 2010

http://www.oecd.org/health/health-systems/oecdhealthdata2012-frequentlyrequesteddata.html
http://www.oecd.org/health/health-systems/oecdhealthdata2012-frequentlyrequesteddata.html
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✦ �Comparability of Pharmacoeconomic Results  
Between Countries

This book is targeted toward students who plan to practice pharmacy in the 
United States, so the examples and composite articles in previous chapters were 
targeted with the US health care system in mind. Economic studies conducted 
in the United States may not transfer well to other countries. Although one can 
argue that a chemical entity (and thus a pharmaceutical product) is the same in 
any country, other factors come into play that limit the generalizability of pharma-
coeconomic analyses of these products.2 For example, immunization or screening 
programs are more cost-effective in countries with a higher incidence of the disease 
of interest. The availability (or lack thereof) of timely access to medical services 
can modify decision making. For example, if gastrointestinal endoscopies (used 
to detect stomach ulcers) are delayed or unavailable, the physician may prescribe 
a medication to treat ulcers without confirmation that the patient actually has 
an ulcer. Another factor is that a product may be licensed in some countries but 
not others or a generic version may be available in some countries but not others, 
so the alternatives chosen for comparison (current usual practice) may differ by 
country. Even though a small number of studies have shown that there is not a 
great difference in people’s preferences or scores for different health states between 
Europeans and North Americans,3,4 the dollar value placed on outcomes, such as 
a quality-adjusted life-year (QALY), by decision makers has been shown to differ 
by country.5

✦ History of Pharmacoeconomic Guideline Development

Governments that finance the majority of health care in their countries are par-
ticularly motivated to extract value in return for their health care spending. This 
may be accomplished by adding another level of control, which might include price 
negotiation, price setting, or formulary management. When a country is the single 
payer for pharmaceuticals, it has more leverage to negotiate the price and formu-
lary status of a medication. Some countries have developed and implemented 
pharmacoeconomic guidelines to aid pricing and reimbursement decisions. Oth-
ers have created advisory bodies that recommend what medications should and 
should not be included on local and national formularies. These guidelines are a 
set of rules that outline the requirements and information needed from manufac-
turers that wish to have their product considered. The number of countries that 
have implemented guidelines, as well as the specific rules contained in these guide-
lines, change frequently. Some of these guidelines are mandatory, and others are 
voluntary. This chapter first briefly summarizes the guidelines from three countries 
and then provides Website addresses for the reader to find current information.

Australian Guidelines

In 1992, Australia was the first country to publish mandatory guidelines for the 
evaluation of pharmaceutical products (they became effective in 1993). The Phar-
maceuticals Benefits Advisory Committee (PBAC) was created to help the federal 
government determine what medications should be listed on Australia’s Pharma-
ceutical Benefits Scheme (PBS), indicating their use would be covered with public 
funds. The PBAC is an independent expert body appointed by the Australian 
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Government. Members include doctors, health professionals, health economists 
and consumer representatives. When recommending a medicine for listing, the 
PBAC takes into account the medical conditions for which the medicine was reg-
istered for use in Australia, its clinical effectiveness, safety and cost-effectiveness 
(“value for money”) compared with other treatments. Manufacturers who want 
to seek to have their product listed on the PBS or change the current listing of 
their product (e.g., change the price or indication for use) are required to submit 
pharmacoeconomic data to the PBAC. The PBAC can either recommend that the 
medication be listed (or its listing changed), decide that it should not be listed (or 
changed), or defer its decision until more information is received.

Canadian Guidelines

The Canadian government does not mandate that provinces cover prescription 
medication for all of its citizens. Instead, each province or territory sets its own 
rules about who is eligible for coverage and which medications are covered. This is 
similar to the US Medicaid system, in which each state sets its own policies (within 
broader federal regulations) regarding who is eligible to receive Medicaid and what 
limits are set on medications. The first Canadian province to publish pharmacoeco-
nomic guidelines was Ontario, in 1993. The first edition of national guidelines was 
published in 1994 (followed by a second edition in 1997) by the agency formerly 
known as the Canadian Coordinating Office for Health Technology Assessment 
(CCOHTA). In 2006, this agency, now known as the Canadian Agency for Drugs 
and Technology in Health (CADTH). Instead of submitting information to a va-
riety of local drug plans, the pharmaceutical manufacturers now follow this one 
set of submission guidelines.7 CADTH, in turn, analyzes these submissions and 
makes recommendations to the federal, provincial, and territorial publicly funded 
drug plans concerning their formularies. The results of the reviews are published 
on their Website. The drug plans incorporate other factors (e.g.,  local mandates, 
resources) along with CADTH recommendations when making formulary deci-
sions, so although there is one nationally accepted set of submission guidelines, 
there is no uniform nationwide formulary.

United Kingdom (England and Wales) Guidelines

In the United Kingdom, health care services, including prescription medica-
tions, are regulated by the National Health System (NHS). In 1999, the National 
Institute for Clinical Excellence (NICE) was established, in part, to evaluate the 
clinical and economic benefits of new and existing health care technologies in 
England and Wales and to make recommendations to the NHS. Guidance on 
health care technologies (including medications) is developed by a variety of 
independent advisory bodies consisting of NHS staff, health care professionals, 
patients, advocacy groups, industry, and academicians. NICE advisory groups 
carry out their own data gathering and analyses of technologies, in contrast to the 
PBAC, which relies more on analyses conducted by the petitioning manufacturer. 
A publication describing how recommendations are reached, as well as a list of 
current guidance summaries is available online.8 Although technically, following 
these recommendations is voluntary, local health care bodies are under budget 
constraints set by the NHS. An analysis of the impact of NICE guidelines on 
practice patterns found that they have had “an important, if uneven, impact on 
care in the NHS.”9
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Other Guidelines

A summary was published in 2001 that compared health economic guidelines 
from Europe, North America, and Australia.10 It was determined that although 
there was good agreement between the various guidelines with regard to key 
factors such as type of analyses required (e.g., cost-effectiveness analysis or 
cost-utility analysis), treatment alternative (current practice), acceptance of mod-
eling, and discount rate, there was also disagreement on other factors, such as the 
perspective and method used to value resources. Although the importance of the 
societal perspective was often mentioned, the focus of most guidelines was on 
direct medical costs.

As pointed out already, pharmacoeconomic guidelines around the world are 
modified frequently. The International Society for Pharmacoeconomics and Out-
comes Research (ISPOR) provides information on pharmacoeconomic guidelines 
and lists current websites for a variety of countries.11 When ISPOR was developing 
this framework, they used the following definition to determine what guideline 
summaries were included in the grid. “Pharmacoeconomic guidelines can be 
used as a reference for preparation of studies to be included in application for 
reimbursement, a guide for design and implementation of a study, or a template 
for evaluating economic study reports.”12 Thirty-three key points for more than 
30 countries were summarized. For illustrative purposes, the key features from the 
Australian and UK submission guidelines are listed in Table 13.2.

Comparison of Submission Guidelines for Selected Countries on Selected Key Features

Table 13.2. Information on Pharmacoeconomic Submission 
Guidelines: Ispor Grid—Examples From Australia and the United 
Kingdom

Australia England & Wales

Title and year of the document Guidelines for Preparing 
Submissions to the Pharmaceutical 
Benefits Advisory Committee 
(December 2008)

Guide to the Methods of 
Technology Appraisals (June 2008)

Affiliation of authors Pharmaceutical Benefits Advisory 
Committee (PBAC)

National Institute for Health and 
Clinical Excellence (NICE)

Purpose of the document Provide manufacturers with 
guidance to prepare the clinical 
and economic data for submissions 
to the PBAC. PBAC and Economics 
Sub-Committee (ESC) making 
recommendations on the suitability 
of drug products for subsidy by the 
Australian Government.

To provide an overview of the prin-
ciples and methods of health tech-
nology assessment and appraisal 
within the context of the NICE 
appraisal process. It describes key 
principles of appraisal methodology 
and is a guide for all organizations 
considering submitting evidence 
to the technology appraisal 
programme of the Institute.

Standard reporting format included Yes No, however developed a refer-
ence case for cost-effectiveness 
analysis.

Disclosure Not stated No

Target audience of funding/ 
author’s interests

Manufacturers preparation for 
submission

All organizations considering sub-
mitting evidence to the Technology 
Appraisal Program of the Institute
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Australia England & Wales

Perspective Societal and health care sector For the reference case, the 
perspective on outcomes should be 
all direct health effects, whether for 
patients or, when relevant, other 
people (principally carers)

Indication Approved one(s) Clearly define the spectrum of 
diseases

Target population Clearly specify. Justify trials 
population and target population 
for the PBS

Yes, includes age and sex 
distribution and comorbidities

Subgroup analysis Yes Yes

Choice of comparator Analogue prescribed for the largest 
number of patients. Standard 
medical management. Similar 
formulation.

Relevant comparators for the 
technology being appraised are 
those routinely used in the NHS, 
and therapies regarded as best 
practice when this differs from rou-
tine practice.

Time horizon Depends on the natural history of 
the disease and the study purpose.

The time horizon for estimating 
clinical and cost-effectiveness 
should be sufficiently long to reflect 
all important differences in costs or 
outcomes between the technologies 
being compared.

Assumptions required Yes Yes

Preferred analytical technique Any one of CMA, CEA, CUA, 
CBA. Need justification.

For the reference case, cost-
effectiveness (specifically cost-utility) 
analysis is the preferred form of 
economic evaluation.

Costs to be included Direct medical costs, social ser-
vices, indirect costs. Changes in 
productive capacity as an outcome 
of therapy are not encouraged in 
submission to the PBAC.

Potential direct and indirect 
resource costs for the NHS and 
PSS that would be expected.

Source of costs Manual of Resource Items and 
Their Associated Costs, DRG lists

Current official listing published by 
the Department of Health and/or 
the Welsh Assembly Government

Modeling Yes, requires details Yes

Systematic review of evidences Yes, Appendix J Yes

Preference for effectiveness over 
efficacy

Yes. The listing of comparative 
RCTs must be complete

Yes

Preferred outcome measure Effectiveness in natural and patient 
relevant units. Both general and 
disease-specific QoL instruments 
can be used, and are valid, reli-
able, and responsive ones.

Given its widespread use, the 
QALY is considered to be the most 
appropriate generic measure of 
health benefit that reflects both mor-
tality and HRQL effects.

Preferred method to derive utility Need to specify details Patient derived EQ–5D values with 
UK societal tariffs applied; alterna-
tively TTO valuation using a repre-
sentative sample of the public

(continued)
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Australia England & Wales

Equity issues stated Not specific Yes, an additional QALY has 
the same weight regardless 
of the other characteristics of the 
individual receiving the health 
benefit

Discounting costs Yes, 5% Base: 3.5%; SA: 0~6%

Discounting outcomes Yes, 0% or 5% Base: 3.5%; SA: 0~6%

Sensitivity analysis-parameters  
and range

One-way SA must be conducted 
on all variables using extreme 
values. Conduct two-way SA on all 
variables shown to be sensitive in 
the one-way SA.

All inputs used in the analysis will 
be estimated with a degree of 
imprecision. Appropriate ways 
of presenting uncertainty in cost-
effectiveness data parameter 
uncertainty include confidence 
ellipses and scatter-plots on the 
cost-effectiveness plane (when the 
comparison is restricted to two 
alternatives) and cost-effectiveness 
acceptability curves. The presenta-
tion of cost-effectiveness accept-
ability curves should include a 
representation and explanation of 
the cost-effectiveness acceptability 
frontier.

Sensitivity analysis-methods One-way, and two-way SA Probabilistic SA

Presenting results Present the results firstly in disag-
gregated form, then in increasingly 
aggregated form. Present the 
appropriately aggregated and 
discounted results separately for 
outcomes and resources and sepa-
rately for the proposed drug and its 
main comparator.

All data used to estimate clini-
cal and cost-effectiveness should 
be presented clearly in tabular 
form and include details of data 
sources.

Incremental analysis Yes Yes

Total C/E Yes Yes

Portability of results 
(Generalizability)

Yes, in Appendix N In NHS context

Financial impact analysis Required, for the PBS and govern-
ment health budgets, for two years 
horizon

Yes, the cost should be disag-
gregated by appropriate generic 
organization (NHS, PSS, hospital, 
primary care) and budgetary 
categories (drugs, staffing, consum-
ables, capital).

Mandatory or recommended  
or voluntary

Recommended

Reprinted with permission from International Society for Pharmacoeconomics and Outcomes Research. Pharmacoeconomic Guidelines Around the 
World. Available at http://www.ispor.org/PEguidelines/index.asp; accessed February 2013.
CBA = cost-benefit analysis; C/E = Cost/Effectiveness; CEA = cost-effectiveness analysis; CUA = cost-utility analysis; DRG = diagnosis-related 
group; CMA = cost-minimization analysis; QoL = quality of life; PPS = prescription pricing service; RCT = randomized, controlled trial;  
SA = sensitivity analysis.

Table 13.2. Information on Pharmacoeconomic Submission 
Guidelines: Ispor Grid—Examples From Australia and the United 
Kingdom (Continued)

http://www.ispor.org/PEguidelines/index.asp
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Summary

In many countries around the world, their governments’ prescription pricing ser-
vices are the primary purchaser of health care for their citizens. As such, they are 
motivated to seek value for their expenditures by making use of their bargaining 
power with the manufacturers of health care technology (including pharmaceutical 
companies). Australia was the first country to publish national pharmacoeconomic 
guidelines. Pharmaceutical manufacturers must provide pharmacoeconomic justi-
fication to have their medications included on Australia’s national drug formulary 
(and thus be covered). Canada and the United Kingdom (more precisely, England 
and Wales) have established evaluation teams that analyze clinical and economic 
information to make national recommendations that may be (or in some cases, 
may not be) incorporated into local health care reimbursement decisions. Because 
the development of new guidelines and revisions of current guidelines are taking 
place around the globe, the ISPOR offers an online grid that provides up-to-date 
information and links to guidelines from more than 20 countries.

Although the United States spends more per capita on health care and phar-
maceuticals than any other nation, the federal government does not, in general, 
set reimbursement rates or provide a national formulary list for pharmaceutical 
products. The Department of Defense (DoD) and the Veterans Administration 
(VA), which are federal agencies, conduct their own internal pharmacoeconomic 
analyses to determine formulary selections and negotiate prices, but neither 
has published guidelines. In addition, the Academy of Managed Care Pharmacy 
(AMCP) organization has published a Format for Formulary Submissions that can be 
adapted by private insurers and managed care organizations in the United States.13 
This will be discussed in further detail in Chapter 14.

Questions/Exercises

Based on the following abstract (condensed summary of a research article), please 
answer the following questions:

ABSTRACT

TITLE: Cost-Effectiveness and Cost-Utility Analysis of WeightGone versus Placebo 
in the United Kingdom

BACKGROUND: It is estimated that the direct medical cost of treating obesity and 
its related health consequences in the United Kingdom is about £500 million 
per year. This figure does not include indirect costs (i.e., non-health sector costs) 
attributable to lost productivity. A new product, WeightGone (note: not a real 
product), has been recently introduced, and it works to decrease the appetite of 
obese patients.

PURPOSE: The purpose of this study was to assess the cost-effectiveness and cost-
utility of using WeightGone compared with placebo in the United Kingdom.

METHODS: An economic analysis, following a methodology similar to that pro-
vided in the December 2006 NICE guidance on other weight-loss medications 



272	 Part II  •  ADVANCED TOPICS

(orlistat and sibutramine; found at http://guidance.nice.org.uk/CG43/guidance/
section6), was conducted. A total of 300 patients were randomized to receive 
WeightGone or placebo and were followed for 12 months. WeightGone treatment 
costs and outcomes (response to treatment for WeightGone and placebo treatment 
groups; health benefit expressed as quality-adjusted life years [QALYs] gained asso-
ciated with weight loss) were measured. The baseline cost estimates of the medica-
tion and the baseline utility estimates were varied.

RESULTS: A total of 36 (24%) of the 150 patients taking WeightGone lost at least 
10% of their beginning weight at 12 months compared with nine (6%) of the 
150 patients taking the placebo. The increased cost of WeightGone over placebo 
is £60 per month (£720/year), so the incremental cost per patient who lost 10% 
of their body weight at 12 months was £4,000 (£720 × 150 patients increased 
cost / [36 − 9 successful patients]). For every kilogram lost, it was estimated that 
the patient gained 0.002 QALY. The baseline incremental cost per QALY was 
estimated to be £20,000. When the cost of the medication was varied, the results 
ranged from £10,000 to £30,000 per incremental QALY. When the utilities associ-
ated with weight loss were varied, the results ranged from £5,000 to £50,000 per 
incremental QALY.

CONCLUSIONS: Results from this study on WeightGone (range, £5,000 to £50,000 
per additional QALY) were comparable to previous NICE findings for orlistat and 
sibutramine (range, £6,000 to £77,000 per QALY) and should therefore be recom-
mended as an alternative treatment for obesity in the United Kingdom.

1.	 Was the title complete?

2.	 Were the alternatives (WeightGone versus placebo) appropriate?

3.	 What was the perspective?

http://guidance.nice.org.uk/CG43/guidance/section6
http://guidance.nice.org.uk/CG43/guidance/section6
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4.	 Was a sensitivity analysis conducted? If so, on what variables?

5.	 Were limitations addressed?
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Future Issues

Objectives
Upon completing this chapter, the reader will be able to:

1.	 Summarize the trends in the use of pharmacoeconomics in 
the United States.

2.	 List barriers to the use of pharmacoeconomics in the United 
States.

3.	 Be aware of the pharmacoeconomic educational 
opportunities.

4.	 Discuss future pharmacoeconomic issues.

Chapter  14

✦ Application of Pharmacoeconomics in the United States

As mentioned in Chapter 13, although the United States spends more per capita 
on pharmaceuticals than any other nation, it lags behind many countries in the 
central standardization and application of pharmacoeconomics for decision mak-
ing. The US health care system, which consists of a mix of public and private pay-
ers, is complex and fragmented. Policy decisions based on pharmacoeconomics 
can and do occur at the national level (e.g., federal agencies) or at a more local level 
(e.g., hospital systems and health plans). This chapter summarizes the current state 
of the use of pharmacoeconomics in the United States at both levels.

✦ Federal Agencies

Food and Drug Administration

Although the Food and Drug Administration (FDA) does not require any eco-
nomic analyses for a drug product to be approved for sale in the United States, it 
does oversee advertising claims for pharmaceuticals. Section 114 of the 1997 FDA 
Modernization Act (FDAMA) addresses economic and health-related quality 
of life (HRQoL) claims made by pharmaceutical manufacturers.1 Although the 
FDAMA allows some latitude regarding economic and quality of life information 
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provided by a manufacturer to a formulary committee (or similar entity) upon 
request by the committee (see Health Plan section below), when a drug company 
actively promotes its products—using, for example, brochures, press releases, or 
websites—these messages are monitored by the FDA for appropriateness.” As men-
tioned in Chapter 8 on HRQoL, in 2009, the FDA provided guidance on the mea-
surement of patient-reported outcome (PRO) instruments and their relationship 
to HRQoL measures. Interpretive guidance from the FDA on “economic claims” is 
still scant, although Stewart and Neumann2 provide some insight into this regula-
tion by summarizing the content of FDA warning letters sent to manufacturers for 
“misleading or unsubstantiated” economic claims.

The Department of Defense

Active duty military personnel and their families receive health coverage through 
the Department of Defense (DoD) Military Health System (MHS). The DoD cre-
ated a centralized Pharmacoeconomic Center (PEC) in San Antonio, Texas. The 
PEC vision states that, “The Department of Defense (DoD) Pharmacoeconomic 
Center (PEC) is a customer oriented Center of Excellence implementing recognized 
state of the art pharmacoeconomic analysis for the purpose of improving readi-
ness by increasing value, quality, and access to medical care and pharmacotherapy 
within the available resources of the Military Health System (MHS).”3

The Veterans Health Administration

The Veterans Health Administration (VHA) provides health care services to over 
4 million military veterans. Before the development of the Veterans Administration 
National Formulary (VANF) in 1996, each VA medical center managed its own drug 
formulary. The VANF is available online.4 Regional additions to this national for-
mulary are allowed for each of the 17 Veterans Integrated Service Networks (VISNs).

Hospital Systems

Surveys of US hospital formulary processes have found that 85% to 96% of 
responding institutions use pharmacoeconomics in their medication formulary 
process.5–7 A telephone survey of Pharmacy and Therapeutics (P&T) committee 
members in Florida hospitals reported that the majority of respondents (86%) said 
they used pharmacoeconomic data “very often” or “all of the time” and that its use 
was “somewhat important” or “very important” (87%). About 70% indicated that 
someone on their hospital staff had “pharmacoeconomic knowledge,” and the 
most common sources of pharmacoeconomic data used by the P&T committee 
were a mix of in-house hospital data (76%) and published literature (57%).7

✦ Private Health Care Plans

For many health plans, information gathering and analysis have been conducted in 
an informal and nonsystematic manner. In the late 1990s, one health plan, Regence 
BlueShield, developed guidelines requesting standardized summaries (i.e., dos-
siers) of clinical and economic information from pharmaceutical manufacturers.8 
The dossiers received from the pharmaceutical companies were used when consid-
ering formulary addition or changes. Based on these guidelines, the Academy of 
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Managed Care Pharmacy (AMCP) developed a similar document for use nation-
wide. The first version of AMCP’s Format for Formulary Submissions was published 
in 2000 and has since been updated. Version 3.1 was published in January 2013.9 
The Format assists health plans in making formal requests for dossiers from the 
manufacturers that include safety, efficacy, and economic information. The re-
quest asks for more information than is available through normal channels (e.g., 
publications), recommending that manufacturers include data from unpublished 
studies, off-label indications, and economic models. Many pharmacists and deci-
sion makers have been trained to adapt this format to their health setting, and 
the AMCP format (or a similar process based on the format) has been adopted by 
numerous private health plans as well as some government agencies. A group of 
researchers analyzed the dossier submissions to a large health plan in Washington 
State from 2002 to 2005.10 The health plan requested that manufacturers use the 
AMCP dossier format when submitting their products for formulary review. Of the 
115 dossiers received during this 3-year time frame, 53 (46%) included economic 
data. For these 53 dossiers, 106 economic evaluations were provided (some dossiers 
included analyses for different indications or used different economic methods). 
Many did not include standard economic information: for example—only 43% per-
formed sensitivity analysis, and only 38% stated the study perspective. Dossiers of 
high costs medications (defined as ≥$1,000 per month) contained a higher quality 
of economic analyses, possibly indicating that manufacturers place a higher prior-
ity on developing the justification necessary to persuade the decision makers to 
cover these high-cost products.

✦ Barriers to Pharmacoeconomics in the United States

The adoption of pharmacoeconomics, specifically cost-effectiveness analyses 
(CEAs), by US decision makers has been slow compared with other countries. Bar-
riers to the use of CEA have been discussed in the literature. Some of these barriers 
concern the information itself, which could be provided in a more unbiased and 
useful way. Mullins and Wang11 indicate that pharmacoeconomic data would be 
more useful to decision makers and providers if the information was provided 
in a timelier manner (e.g., near the launch date of the product), based on head-
to-head comparisons with competing products (versus placebo), peer reviewed, 
independently sponsored (versus industry sponsored), and applicable to relevant 
populations. Other criticisms include that often economic evaluations are not 
transparent (users do not know what data, including estimates and assumptions, 
went into the analyses) and do not include information on budget impact (the 
estimated effect on the overall cost of adding a product to the formulary).12 Other 
reasons given for the slow acceptance of economic evaluations include the lack of 
expertise and the lack of national resources devoted to research.13 (Educational 
issues are addressed in a later section of this chapter.) Although research is being 
sponsored and conducted by pharmaceutical companies, decision makers may 
mistrust the results of these studies.

Luce14 maintains that the reluctance by US policy makers to embrace CEA is 
“more political than technical.” CEA is seen by many as “rationing,” which is po-
litically unacceptable to Americans. Neumann15 points to “America’s deep-seated 
distaste of limits and of the corporate or government officials who impose them.” 
Many Americans do not want to acknowledge that resources are limited nor do 
they want to make tradeoffs.
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This reluctance by the US government to support explicit economic analysis 
of health care interventions was highlighted in recent legislation. In 2010, the 
Affordable Care Act (ACA) was a major shift in legislating health care reform for 
US citizens.16 One of the goals of the ACA was to promote the use of compara-
tive effective research. As mentioned previously, “efficacy” (can the drug work) 
research is essential to get a drug approved by the FDA for sale in the US. “Effec-
tiveness” (does the drug work in usual practice) research is important for health 
care practitioners and payers. Comparative effectiveness research takes this 
one step further—to ask “How well does the new drug work compared with other 
established options?” ACA established The Patient-Centered Outcomes Research 
Institute (PCORI) to coordinate federal funding of comparative effectiveness 
research. PCORI’s research is intended to give patients a better understanding of 
the prevention, treatment, and care options available.17 Prospectively comparing 
similar products in “head-to-head” trials can be very resource intensive. Other re-
search methods that can be used for comparative effectiveness research (e.g., meta-
analysis, retrospective analyses) are being advanced. While comparing clinical 
outcomes between competing alternatives is a great stride forward in ensuring that 
new products improve health, economic analyses of the value of these products is 
not supported. The new PCORI initiative specifically prohibits the use of QALYs to 
set a dollar threshold for coverage or reimbursement decisions. Many believe this 
ban on cost analyses is due to political pressure, for example, concern about “death 
panels” or “rationing” based on age or disability level.18,19

Another offshoot of the ACA was the development of pilot programs called Ac-
countable Care Organizations (ACOs). ACOs are a grouping of doctors, hospitals, 
and other health care providers who agree to provide coordinated care, and assume 
financial responsibility for their patients. A Wall Street Journal editorial questions 
whether ingrained physician and patient behaviors can change enough for the 
ACOs to be effective at reducing costs.20 The effect of ACOs on accessibility, costs, 
and quality of health care will be important to monitor.

✦ Other Future Issues

Pharmacogenomics

Pharmacogenomics is a new science that predicts an individual patient’s response 
to medication therapy based on his or her genetic makeup. Pharmacogenomics has 
the potential to improve the cost-effectiveness of a product in two ways. Genetic 
testing may help predict which subset of patients will be more likely to respond 
to therapy or which subset of patients may be less likely to suffer adverse events 
from the therapy. If a medication is given only to patients likely to benefit from 
treatment, overall costs would be reduced (i.e., not spent on nonresponders), and 
the percent effectiveness for those who receive the medication would increase, 
thus affecting both the numerator (costs) and denominator (effectiveness) of the 
incremental cost-effectiveness ratio (ICER) in a beneficial manner. Similarly, if 
the medication were not given to patients who would be likely to have toxic side 
effects, overall costs to treat side effects would be reduced. On the other hand, 
the costs of developing and testing medications based on genetic markers and 
the cost of administering genetic tests to patients may increase the overall costs 
associated with these products. Beaulieu et al. performed a systematic review 
of pharmacoeconomic studies of pharmacogenomic tests. Key parameters that 
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impacted the  cost-effectiveness ratios included marker prevalence, population 
ethnicity, pharmacogenomic treatment effect, and cost of genomic data collection 
and analysis.21 Another review by Vegter et al. found that most economic analy-
ses reported that genetic screening was cost-effective or even dominated existing 
nonscreening strategies. However, there was a lack of standardization regarding 
aspects such as the association between genotype and phenotype, the perspective 
of the analysis, the variables used in sensitivity analyses, and discount rates.22

Education in Pharmacoeconomics

Because pharmacoeconomics is a global and multidisciplinary topic, educational 
opportunities in this area are diffuse and (similar to guidelines) not standardized.23 
In addition to pharmacy, pharmacoeconomic topics are included in a variety of 
disciplines, including medicine, nursing, public health, epidemiology, psychomet-
rics, health economics, and biostatistics. These topics are taught using different 
approaches; as part of a degree, fellowship, or certificate program; as a short-
course, workshop, or continuing education offering by professional societies; and 
via the internet.24 Surveys that have been conducted to determine the extent of 
pharmacoeconomic education in US schools and colleges of pharmacy25–27 have 
found that the vast majority (98% by the year 2011) of US colleges of pharmacy 
offer at least some class hours devoted to pharmacoeconomics, although the num-
ber of classroom hours (2 to 60 hours) and course objectives varied considerably. 
This education is found to a lesser extent in other countries. Nwokeji and Rascati28 
conducted an e-mail survey in 2004 directed toward colleges of pharmacy outside 
of the United States. Respondents from 90 colleges of pharmacy representing 
43 countries provided usable responses, and about 50% (n = 47 from 28 countries) 
indicated they provided some level of pharmacoeconomics education.

The extent of phamacoeconomic education beyond the PharmD degree has 
also been studied. A survey was sent to 30 eligible US programs that conferred a 
PhD in pharmacoeconomics, pharmaceutical outcomes research, or a related field, 
and 16 (53%) programs completed the survey. The majority (75%) were located in 
a school of pharmacy.29 The extent of pharmacoeconomics and outcomes research 
(PEOR) fellowships was also examined. Over 50 fellowships were publicized on 
the Web, by organizations such as the American College of Clinical Pharmacy 
(ACCP), the International Society of Pharmacoeconomics and Outcomes Research 
(ISPOR), and the AMCP. These fellowships are offered by sponsors in a variety of 
environments (e.g., academia, industry, consulting services, United States man-
aged care, and government). Guidelines for these types of fellowships have recently 
been revised.30

Summary

In the United States, although there is no central independent regulatory or ac-
crediting agency charged with assessing economic evaluations of health care 
technology, an ongoing increase in the use of these evaluations has been seen by a 
variety of national and local decision makers. Although inherent limitations in the 
methods of economic evaluations have been cited as a barrier, the slow uptake of 
centralized evaluations by the United States has been driven more by cultural and 
political factors.
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A continued increase in the use of pharmacoeconomics is projected based on the 
ever-increasing costs of pharmaceuticals in the United States, new pharmacoge-
nomic and biologic products, and health care reform initiatives. Resources are lim-
ited, and today few would argue that economic evaluations have no place in health 
care decisions. The challenge is to increase the transparency and open discussion 
regarding the use of these evaluations (which currently play more of a behind-the-
scenes or implicit role) while understanding political pressures to avoid the stigma 
of “rationing” of health care services.

Questions/Exercises

1.	 Using an internet-based medical search engine, such as MEDLINE:
a.	 Search for the number of articles using the term “cost-minimization” in their 

abstracts.
b.	 Search for the number of articles using the term “cost-effectiveness” in their 

abstracts.
c.	 Search for the number of articles using the term “cost-utility” in their 

abstracts.
d.	 Search for the number of articles using the term “cost-benefit” in their 

abstracts.
Based on these numbers, what is the most common type of analysis? What is the 

second most common?

2.	 Using an internet-based medical search engine, such as MEDLINE:
a.	 Search for the number of articles with “pharmacoeconomic*” in their 

abstracts.
b.	 How many have both “pharmacoeconomic*” and “Medicare” in their 

abstracts?
c.	 How many have both “pharmacoeconomic*” and “pharmacogenomics*” in 

their abstracts?
d.	 How many have both “pharmacoeconomic*” and “education*” in their 

abstracts?
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Absorbing state: Used in developing a Markov model. Patients in this type of health state cannot 
reasonably move to a different health state in a future cycle.

Adjustment of costs: A method used to value costs that are collected over 1 year to one point in 
time. See Standardization of costs.

Allowable charge: The amount that a payer “allows” to be charged for a specific product or ser-
vice; the monetary amount the payer agrees to reimburse (pay).

Assumptions: Estimates or “best guesses” of variables used to conduct analyses.
Average manufacturer’s price (AMP): The list price estimating the pharmacy acquisition costs 

based on actual costs charged by manufacturers.
Average wholesale price (AWP): The list price established by the manufacturer (usually higher 

than the price actually paid by pharmacies).

Benefit-to-cost ratios: The benefit in monetary terms divided by the costs in monetary terms.
Budget impact: The estimated effect on the overall cost to an organization or health plan if 

changes in interventions were made.

Channeling bias: A type of selection bias in which patients with certain characteristics are more 
likely to get channeled to (prescribed) one medication over another.

Charge: The monetary amount billed to a payer for a product or service.
Claims data: Data that are collected from health care providers by the insurance plan to reim-

burse them.
Cohort simulation: A group (cohort) of patients starts out in the same health state and transi-

tions according to preset specific probabilities. These simulations do not take into account 
the variability of estimates. May be used in Markov models.

Contingent valuation (CV): A method used to determine the value placed on a good or service 
using hypothetical (contingent) scenarios. See Willingness to pay.

Cost analysis: The measurement and comparison of the costs of various options without the 
measurement of outcomes.

Cost-benefit analysis (CBA): A comparison in which both inputs and outcomes are measured 
in monetary units.

Cost-consequence analysis (CCA): A comparison in which inputs are measured in monetary 
values and outcomes are listed in a variety of ways.

Cost-effectiveness analysis (CEA): A comparison in which inputs are measured in monetary 
units and outcomes are measured in natural units of effectiveness.

Cost-effectiveness grid: A 3 × 3 table used to compare costs (higher cost, same cost, lower cost) 
with outcomes (better outcome, same outcome, worse outcome).

Cost-effectiveness plane: A two-dimensional graphical depiction of cost-effectiveness compari-
sons, using quadrants.

Cost-effectiveness ratio (CER): Total costs of an intervention divided by units of effectiveness 
of the intervention.

Cost-minimization analysis (CMA): A comparison in which inputs are measured in monetary 
values and outcomes are assumed to be identical.

Cost-of-illness analysis (COI): A method used to estimate the total economic burden (includ-
ing prevention, treatment, losses because morbidity and mortality, and so on) of a particular 
disease on society.

Costs: The resources (or inputs) that are used in the production of a good or service.
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Cost-to-charge ratio: A ratio used to estimate the actual costs to a provider or institution; the 
costs per department or facility are divided by the amount charged to payers.

Cost-utility analysis (CUA): A comparison in which inputs are measured in monetary units and 
outcomes are measured as patient preference–weighted extensions of life.

Cycle: The time period used in a Markov model that is determined to be clinically relevant to the 
specific disease or condition.

Decision analysis: The application of an analytical method for systematically comparing differ-
ent decision options.

Deterministic analysis: Costs and outcomes are determined using point estimates (does not 
include data on variability of estimates).

Diagnosis-related group (DRG): The method used to classify clinically cohesive diagnoses and 
procedures that use similar resources.

Direct benefits: Savings attributable to avoiding indirect costs.
Direct costs: Costs of input used directly to provide the treatment. These can be medically 

related (e.g., hospitalization) or nonmedical (e.g., transportation to clinic visit).
Direct elicitation preference-based measures: Utility measures attained in response to  

health states presented to the respondents using methods such as time trade off or standard 
gamble.

Direct medical benefits: Savings attributable to avoiding direct medical costs.
Direct medical costs: Costs of medically related inputs used directly to provide a treatment.
Direct nonmedical costs: Costs to patients and their families that are directly associated with 

treatment but are not medical in nature.
Discounted: Monetary amounts that have been calculated to take into account their present 

value.
Discounting: The process of converting monetary amounts, either paid or received, over time 

periods of more than 1 year, to their present value.
Discount rate: Approximates the cost of capital by taking into account the interest rates of bor-

rowed money.
Disease-specific measures: Instruments or questionnaires that measure important effects of 

specific health conditions or diseases and their treatment.
Disease-specific per diem: Uses an overall estimate of costs for a day in the hospital for a specific 

disease or condition.
Domain: Aspect, dimension, or concept. Common domains measured by health-related quality-

of-life instruments include physical functioning, psychological functioning, and social or role 
functioning.

Dominant: Used to indicate that the treatment of interest is both more effective and less expen-
sive than a comparator treatment.

Dominated: Used to indicate that the treatment of interest is both less effective and more expen-
sive than a comparator product.

Dossier: Information packet provided by a drug manufacturer to a formulary committee 
or health plan upon request that includes clinical and economic data from published and 
unpublished studies.

Effectiveness: Outcomes measured in the “real world” or routine clinical practice.
Efficacy: Outcomes measured under controlled conditions (usually randomized, controlled 

trials).
External validity: Valid in a broader range of the population; “external” to the specific study 

population.

Formulary: A list of medications compiled by an institution or health care plan that contains 
which drugs are approved for use and which are reimbursed.

Formulary committee: The committee that determines what is included in a formulary or  
drug list.
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Generalizablility: The degree to which findings from a specific study population can be extrapo-
lated to an entire (general) population.

Generic or general measures: Instruments or questionnaires that measure health in general 
terms.

Half-cycle correction: May be used in developing a Markov model. Because all patients do not 
transition from one cycle to another at the same time during the cycle (e.g., at the end of the 
cycle), this calculation adjusts for an overestimation of costs and outcomes.

Health care sector costs: Medical resources consumed by health care entities; these do not 
include direct medical costs paid for by the patient or other sectors.

Health status: A description of the physiologic and psychological effects of a disease or condi-
tion on an individual.

Health-related quality of life (HRQoL): The functional effect of an illness and its consequent 
therapy upon a patient, as perceived by the patient.

Health-related quality of life (HRQoL) measures: These are generally used to represent a pa-
tient’s estimation of his or her own health at a point in time.

Human capital (HC): Estimates of wages and productivity losses to value changes in illness, 
disability, or death.

Hurdle rate: The minimum expected monetary return rate expected before an investment would 
be considered.

Incremental cost-effectiveness ratio (ICER): The ratio of the difference in costs divided by the 
difference in outcomes.

Incremental costs: The difference in estimated costs between two or more interventions.
Incremental net benefit (INB): A monetary estimate of the value for health benefits (outcomes, 

or lambda) is substituted into an incremental cost-effectiveness analysis. See Net monetary 
benefit.

Indirect benefits: Increases in productivity or earnings because of a program or intervention.
Indirect costs: Costs that result from the loss of productivity because of illness or death.
Indirect elicitation preference-based measures: Utility measures attained using algorithms 

based on population preferences used to weight summary scores of health states.
Insensitive: The results do not vary depending on the range of a variable, thereby strengthening 

confidence in the study results.
Intangible benefits: Benefits caused by a decrease in intangible costs (e.g., decrease in pain, anxi-

ety, or discomfort).
Intangible costs: Costs that are difficult to put a monetary value on, such as the costs of pain, 

suffering, anxiety, or fatigue that occur because of an illness or the treatment of an illness.
Internal rate of return (IRR): The rate of return that equates the present value of benefits to the 

present value of costs.
Internal validity: Validity in the specific study population studied in randomization and con-

trolled conditions.

Lambda: An estimate of the value for health benefits (outcomes) that is used in incremental net 
benefit or net monetary benefit calculations to estimate a payer’s maximum acceptable will-
ingness to pay for an outcome.

Marginal cost: The change in total costs that arises when the quantity produced changes by  
one unit.

Markov analysis: An analysis that uses Markov modeling.
Markovian assumption: A cited disadvantage to Markov models. These models assume that the 

probability of a patient moving from one health state to another is not based on experiences 
from former cycles.

Markov model or modeling: A type of decision analysis used when patients transition (move) 
from one health state to another.
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Markov or Markovian chain: A Markov model that uses the assumption that the probability 
of transitioning from one health state to another is constant over time from one cycle to  
the next.

Markov or Markovian process: A Markov model that incorporates changes in the probability 
of transitioning from one health state to another for different cycles.

Markov states: Used in developing a Markov model. A list of mutually exclusive health states 
that delineate different scenarios a patient might reasonably experience.

Medication therapy management (MTM): Services that include a broad range of professional 
activities and may occur in conjunction with or independently from the dispensing of a 
medication.

Micro-costing: Collecting information on resource use for each component of an intervention.
Minimally Important Difference (MID): The smallest difference in a measure that represents 

a clinical change in the patient’s health.
Monte Carlo simulation: May be used in Markov models. This type of analysis takes into 

account patient-level and parameter variability.

Net benefit: Calculation of monetary benefits minus costs.
Net monetary benefit (NMB): A monetary estimate of the value for health benefits (outcomes, 

or –lambda) is substituted into an incremental cost-effectiveness analysis. See Incremental net 
benefit.

Nonutility measures: Measures that are generally used to represent a patient’s estimation of his 
or her own health at a point in time. Also referred to as health-related quality of life measures.

Non-preference-based measures: Measures that are generally used to represent a patient’s es-
timation of his or her own health at a point in time. Also referred to as health-related quality 
of life measures.

Observational study: A research method that documents the costs or outcomes of actual medi-
cal practice (does not use randomization or controlled experimental design).

Opportunity costs: The value of the best-forgone option; the value of the “next best option.”
Other sector costs: Costs related to a disease but not medical in nature, such as housing, home-

making services, and educational services.

Patient and family costs: Costs to the patient and his or her family without regard to whether 
they are medical or nonmedical in nature.

Patient-reported outcome (PRO): The measurement of any aspect of a patient’s health status 
that comes directly from the patient.

Per diem: An overall estimate of costs for a day in the hospital without regard to the reason for 
the hospitalization. This is the least precise method of estimating hospital costs.

Perspective: An economic term that describes whose costs are relevant (being measured) based 
on the purpose of the study.

Pharmaceutical care: The responsible provision of drug therapy for the purpose of achieving 
definite outcomes that improve a patient’s quality of life.

Pharmacogenomics: A new science that predicts an individual patient’s response to medication 
therapy based on his or her genetic makeup.

Preference-based measures: Also referred to as utility measures. Respondents are asked to 
imagine possible health states and record their scores (usually from 1.0 to 0) to reflect their 
preferences for the various scenarios.

Present value (PV): The value of money at a current point in time. Future costs or revenues are 
discounted (reduced) to account for the time value of money.

Productivity costs: Costs related to missing work or being less productive because of health 
conditions. See Indirect costs.

Prospective study: Study that involves the collection of data forward in time.
Protocol-driven costs: Costs that occur because of the research protocol of a randomized con-

trol trial that would not occur in everyday practice.
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Publication bias: Bias based on the premise that only research papers with positive results are 
submitted for publication.

Quality-adjusted life year (QALY): An outcome measured as life years gained adjusted 
(weighted) by patient preferences for various health states.

Quality of life (QoL): Overall well-being. This may be related to health factors (see Health-related 
quality of life) or nonhealth factors such as environmental, economic, and political components.

Randomization: Process in which subjects are assigned to a category (or treatment group) in a 
random manner solely based on chance.

Randomized, controlled trial (RCT): Study of safety and efficacy of treatments in which pa-
tients are selected based on prespecified criteria and placed randomly into different treatment 
arms.

Rating scale (RS): Method used to measure health preferences. Respondents are asked to indi-
cate where various diseases or condition would fall on a line with scaled markings from 100 
(or 1.0) indicating perfect health to 0 indicating death.

Reimbursed costs: Amount actually paid for a product or service.
Reliable or reliability: Degree of constancy or stability.
Responsiveness: The ability to detect a change in outcomes.
Retrospective data or database: Data used in a study that have been collected previously, usu-

ally for other purposes, such as reimbursement.
Retrospective study: Study that involves the analysis of data already existing in a database.
Robust: Capable of coping well with variations. See Insensitive.

Selection bias: Bias that occurs when patients with certain characteristics are more likely to be 
selected for inclusion or more likely to receive one treatment over another.

Sensitive: The results vary depending on the range of a variable, thereby weakening confidence 
in the study results.

Sensitivity analysis: Allows one to determine how the results of an analysis would change when 
“best guesses, “or assumptions, are varied over a relevant range of values.

Silo mentality: When a decision maker considers only one budget or silo rather than overall 
resource use.

Societal costs: Costs to all sectors such as costs to the insurance company, costs to the patient, 
other sector costs, and indirect costs because of the loss of productivity.

Societal perspective: Measuring all costs to all sectors. See Societal costs.
Standard gamble (SG): Method used to measure health preferences. Respondents are asked to 

choose (hypothetically) between taking a risk on a treatment versus living with the disease or 
condition.

Standardization of costs: A method used to value costs that are collected over 1 year to one 
point in time. See Adjustment of costs.

Stochastic analysis: Statistical variations in estimates that are used when comparing costs and 
outcomes.

Symptom-free days (SFDs): An outcome measure used to indicate how many days an indi-
vidual has no symptoms related to the disease of interest.

Threshold analysis: Analysis that calculates the level within the range of estimates at which a 
decision switches from one option to another.

Time tradeoff (TTO): Method used to measure health preferences. Respondents are asked to 
choose (hypothetically) between living with a disease or condition for a specified amount of 
time versus living in perfect health for a shorter period of time.

Tornado diagram: Diagram used to compare the impact of various one-way sensitivity analyses. 
The range that has the biggest impact on the answer is placed at the top of the graph and the 
rest appear below in descending rank (hence the funnel or tornado look).

Transition: A change from one health state to another health state.
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Transition probabilities: Used in developing a Markov model. These probabilities are used to 
estimate the percent of patients that are likely to move from one health state to another dur-
ing each cycle.

Transparent: Information presented to the reader or user that makes it easy to determine where 
the information came from and how the analysis was performed.

Tunnel states: An advanced computation used to overcome the Markovian assumption. It al-
lows for integration of information on previous health experiences from former cycles.

Utility or utilities: A measure of the relative preference for various options or satisfaction gained.
Utility measures: Also referred to as preference-based measures or quality-adjusted life-year 

measures. Respondents are asked to imagine possible health states and record their scores 
(usually from 1.0 to 0) to reflect their preferences for these various scenarios.

Valid or validity: The extent to which instruments actually measure concepts they are designed 
to measure.

Willingness to pay (WTP): The estimate of how much people are willing to pay to reduce the 
chance of an adverse health outcome. See Contingent valuation.

Work measurement: A method for estimating how much time it takes to complete a task or job.
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Cost-effectiveness analysis, 5, 8, 27, 35–36, 45–71, 104
average cost-effectiveness ratios, 46
consensus, 54
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Critiquing research articles, 26–34
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conclusion, unbiased summary, 31
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sensitivity analysis, conduction of, 30
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eligibility of patients, 231
patient criteria, explanation of, 231

Current Procedural Terminology codes, 228
electronic medical records, 228–229
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examples of studies using, 229
Household Component Survey, 229
insurance, claims records, 229
Insurance Component Survey, 229
International Classification of Disease, Ninth 

Edition codes, 228
Medical Expenditure Panel Survey, 229
Medical Provider Component Survey, 229
National Ambulatory Care Survey, 229
national databases, 229
national health surveys, 229–230
National Hospital Ambulatory Medical  

Care Survey, 229
observational studies, 226

advantages/disadvantages of, 227–228
randomized, controlled trials, 226

advantages/disadvantages of, 227–228
randomized prospective trials, retrospective 

database studies, compared, 227
state medicaid, 229
types of, 228–230
Veterans Administration, 229

Decision analysis, 169–192
calculations, 170–173
cost per treatment, 172
costs, specifying, 170
decision trees, 170, 177

migraine composite article, 179
defined, 169
identification of specific decision, 169
incremental net benefit, 172
outcomes, specifying, 170
probabilities, specifying, 170
sensitivity analysis, 173–174
specifying treatments, 170
steps in, 169–173
structure of, 170
threshold analysis, 175–176
tornado diagram, 173–174
two-way sensitivity analysis, 176

Decision trees, 170, 177, 179
Denmark, health care spending in, 265
Department of Defense, 276
Deterministic analysis, 201
Diagnosis-related groups, 20–21

in hospitalization cost estimations, 20–21
Direct benefits, 105
Direct costs, 6–7
Direct medical benefits, 115
Direct medical costs, 11, 18–19, 36, 105, 115, 249, 268
Direct nonmedical costs, 12, 105
Discount rate, 7, 16–17, 29, 54, 201, 268
Discounting costs, 16–17, 30, 54, 112

appropriateness of, considering in critiquing 
research articles, 29

for asthma clinic, 17
costs assessed

at beginning of year, 16
at end of year, 16–17

Disease-specific measures, 134, 136, 140, 232
vs. generic measures, 134

Disease-specific per diem, 20
in hospitalization cost estimations, 20

Disease state/condition, description of, 73, 75
DoD. See Department of Defense
Domains, 133, 140–141

of health status, 136–138
Dominant option, 47, 251
Dominated option, 47
Dossier, 276–277
DRG. See Diagnosis-related groups

“Economic Analysis of Oncoplatin Alone 
(Chemotherapy Agent) Compared with 
Oncoplatin Combined with Nonausea 
(Antinausea Agent),” 37

“The Economic Burden of Schizophrenia in United 
States in 2002,” 115–116

Education in pharmacoeconomics, 279
Effectiveness, 278

data, 53–54, 225
efficacy vs., 53–54

Efficacy, 278
data, 225, 232
vs. effectiveness, 53–54

Electronic medical records, 228–229
End of year, costs assessed, in discounting  

costs, 16–17
England, pharmacoeconomic guidelines, 267
Equation, basic pharmacoeconomic, 1–2
Estimation of costs, 10–25

average costs vs. incremental costs, 18
comparing, 18

cost categorization, 11–13
alternative method, 13
direct medical costs, 11
direct nonmedical costs, 11
indirect costs, 12
intangible costs, 13

cost-to-charge ratios vs. charges in economic 
comparisons, 23

costing terms, 10–11
discounting costs, 16–17

for asthma clinic, 17
costs assessed at beginning of year, 16
costs assessed at end of year, 16–17

Medical Consumer Price Index inflation rates, 15
perspective, 13–14
price charged to payer, cost of product, 

distinguished, 11
resources for cost estimations, 18–23

hospitalizations, 20–23
diagnosis-related groups, 20–21
per diem, 20
disease-specific per diem, 20
micro-costing, 20–23

medical services, 19
medications, 19
personnel, 19–20

standardization of costs, 14–15
example, 14–15
methodology, 14–15
using Medical Consumer Price Index  

inflation rates, 15
timed adjustments for costs, 14–18

EuroQol 5D (EQ-5D), 141
Expenditures for health care, 2, 264
External validity, 232
Extrapolations beyond population studied, 

appropriateness of, 30–31

Fatigue, from illness/treatment, as intangible cost, 13
FDAMA. See Food and Drug Administration 

Modernization Act
Federal agencies, 275–276
Finland, health care spending in, 265
Food and Drug Administration Modernization  

Act, 275
Format for Formulary Submissions, 277
Formulary, 3, 230, 266, 271, 276
Formulary committee, 276
France, health care spending in, 265
Funding, pharmacoeconomic study, 31
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Future developments, 275–282, 276
Academy of Managed Care Pharmacy, 276–277

Format for Formulary Submissions, 277
Department of Defense, 276
education in pharmacoeconomics, 279
federal agencies, 275–276
Food and Drug Administration Modernization Act, 275
hospital systems, 276
International Society for Pharmacoeconomics and 

Outcomes Research
education in pharmacoeconomic, information 

about, 279
Military Health System, 276
private health care plans, 276–277
schools of pharmacy, pharmacoeconomic  

education in, 279
in United States, 2, 275

barriers to pharmacoeconomics in, 277–278
Veterans Administration National Formulary, 276
Veterans Health Administration, 276
Veterans Integrated Service Networks, 276

Gattex, 2
Gecept, 93
Gelimus, 93
General health status instruments, 134
Generalizability, 30, 266
Generic measures, 134–135, 140
Germany, health care spending in, 265
Greece, health care spending in, 265
Gross domestic product (GDP), proportion spent on 

health care, 2, 264
Guideline development, pharmacoeconomic

Australia, 266–267
Canadian, 267
England, 267
history of, 266–270
information on, 268–270
United Kingdom, 267
Wales, 267

Half-cycle correction, 202
Health care economics, pharmacoeconomics, 

pharmacy-related clinical/humanistic 
outcomes research overlap, 2–3

Health care sector costs, 13
Health-related quality of life, 3, 109, 111, 131–164, 135, 

230, 247, 248, 275
assessing health status instruments, 138–141

reliability, 138–139
responsiveness, 140
validity, 138–141

Asthma Quality of Life Questionnaire, 136
Dartmouth COOP, 134
disease-specific measures, 136
Food and Drug Administration, evaluation of 

patient-reported outcome instruments, 
guidance regarding, 143

general health status instruments, 134
generic measures, 134–135

vs. disease-specific instruments, 134
health status, domains of, 136–138

general health perception, 138
physical functioning, 137
psychological functioning, 137
social functioning, 137–138

health status measures, 133–134
pharmacoeconomics and, 141

instruments, 141
Medical Outcome Study Short-Form 36, 134
patient-reported outcomes, 143

preference-based classification systems, 141–143
quality of well-being scale, 134
rheumatoid arthritis-related costs, 147
sickness impact profile, 134
utility measures, 132–133

vs. HRQoL measures, 133–134
Health status, 3, 85, 133, 136–138, 140, 193, 201, 264
Health Utilities Index, 143
Healthy-year equivalents, 72
Hospitalizations, resources for cost estimations, 20–23

diagnosis-related groups, 20–21
per diem, 20
disease-specific per diem, 20
micro-costing, 20–23

example, 22
Household Component survey, 229
HRQoL. See Health-related quality of life
HUI. See Health Utilities Index
Human capital, 107–109, 115–116
Hungary, health care spending in, 265
Hurdle rate, 113
HYEs. See Healthy-year equivalents

ICD-9 codes. See International Classification 
of Disease, Ninth Edition codes

Iceland, health care spending in, 265
ICERs. See Incremental cost-effectiveness ratios
Impact of Managed Pharmaceutical Care on Resource 

Utilization and Outcomes in Veterans Affairs 
Medical Centers Study, 248

IMPROVE study. See Impact of Managed Pharmaceutical 
Care on Resource Utilization and Outcomes in 
Veterans Affairs Medical Centers Study

INB. See Incremental net benefit
Incremental cost-effectiveness ratios, 18, 29, 47, 50, 

202, 231, 278
Incremental costs, 18, 29, 47, 50, 231, 278
Incremental net benefit, 50–52, 81, 83–84, 173
Indirect benefits, 12, 106–112, 114
Indirect costs, 7, 12, 115
Inpatient costs, outpatient costs, comparison, 36
Insensitive, 30
Insurance, claims records, 229
Insurance Component Survey, 229
Intangible benefits, 105, 109, 114–115
Intangible costs, 13

examples of, 13
Intermediate outcomes vs. primary outcomes, 50, 53
Internal rate of return, 113–114
Internal validity, 232
International Classification of Disease, Ninth Edition 

codes, 228
International pharmacoeconomics, 264–274

Canadian Coordinating Office for Health 
Technology Assessment, 267

country-by-country comparison of health care 
spending, 265

formulary status, medication, 266
guideline development, pharmacoeconomic

Australia, 266–267
Canadian, 267
England, 267
history of, 266–270
information on, 268–270
United Kingdom, 267
Wales, 267

health care expenditures, 264
International Society for Pharmacoeconomics  

and Outcomes Research, 268, 271
pharmacoeconomic results, 266
societal perspective, importance of, 268
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International Society for Pharmacoeconomics and 
Outcomes Research, 268, 271

Ireland, health care spending in, 265
IRR. See Internal rate of return
ISPOR. See International Society for 

Pharmacoeconomics and Outcomes Research
Italy, health care spending in, 265

Kalydeco, 2
Korea, health care spending in, 265

Lambda, 50–53, 83–84, 173
Limitations, research article, addressing, 30
Luxembourg, health care spending in, 265

Maintenance treatment, gastroesophageal reflux 
disease, Markov modeling, 196–197

Marginal cost, 18
Markov analysis, 193, 201
Markov chain, 201
Markov model, 178, 193–213, 251

alternate representation, 199
diabetes, 199–200

bubble diagram
diabetes, 195
general Markov model, 196

calculation methods, 201–202
cohort simulation, 201
constant vs. variable transition probabilities, 201
costs, calculation of, 198–200
cycle length, selection of, 197–198
diabetes, 199–200
disadvantages of, 200
gastroesophageal reflux disease, maintenance 

treatment, 196–197
half-cycle corrections, 202
health states, selection of, 193
Monte Carlo simulation, 201–202
number of cycles, selection of, 197–198
outcomes, calculation of, 198–200
steps in, 193
transition probabilities, estimating, 198
transitions, determining, 196–197

Markov process, 201, 204
Markov states, 196
Markovian assumption, 200
MCPI inflation rates. See Medical Consumer Price 

Index inflation rates
Measuring costs, 10–25

average costs vs. incremental costs, 18
comparing, 18

cost categorization, 11–13
alternative method, 13
direct medical costs, 11
direct nonmedical costs, 12
indirect costs, 12
intangible costs, 13

cost-to-charge ratios vs. charges in economic 
comparisons, 23

costing terms, 10–11
discounting costs, 16–17

for asthma clinic, 17
costs assessed at beginning of year, 16
costs assessed at end of year, 16–17

Medical Consumer Price Index inflation rates, 15
perspective, 13–14
price charged to payer, cost of product, 

distinguished, 11
resources for cost estimations, 18–23

per diem, 20

hospitalizations, 20–23
diagnosis-related groups, 20–21
disease-specific per diem, 20
micro-costing, 20–23

medical services, 19
medications, 19
personnel, 19–20

standardization of costs, 14–15
timed adjustments for costs, 14–18

Medicaid, 232–235
Medical Consumer Price Index inflation rates, 15
Medical Expenditure Panel Survey, 229
Medical Outcomes Study Short-Form 36, 134–135
Medical Provider Component Survey, 229
Medical records, electronic, 228–229
Medical services, resources for cost estimations, 19
Medicare, 250–252, 260

medication therapy management, 250–252
Medicare Prescription Drug Improvement and 

Modernization Act, 250
Medication therapy management, 109, 246
Mental functioning. See Psychological functioning
MEPS. See Medical Expenditure Panel Survey
Methods of analysis, appropriateness of, 26
Mexico, health care spending in, 265
MHS. See Military Health System
Micro-costing, 20–23

for hospitalization cost estimations, 20–23
example, 22

MID. See Minimally important difference
Military Health System, 276
Minimally important difference, 140
Missed time, 107–108

categories of, 108
Missed work, calculation of, 107–108
MMA. See Medicare Prescription Drug Improvement 

and Modernization Act
Monte Carlo simulation, 201–202
MOS-SF-36. See Medical Outcomes Study  

Short-Form 36
MPC Survey. See Medical Provider Component Survey
MTM. See Medication therapy management
Multipharmacy projects, summaries, 248

NAMCS. See National Ambulatory Medical Care Survey
National Ambulatory Medical Care Survey, 229
National databases, 229
National health surveys, 229–230
National Hospital Ambulatory Medical  

Care Survey, 229
National Institutes of Health, 143
Nausea from chemotherapy, as intangible cost, 13
NCHS. See Center for Disease Control’s National 

Center for Health Statistics
Net benefit, 112
Net monetary benefit, 50
Netherlands, health care spending in, 265
New Zealand, health care spending in, 265
NHAMS. See National Hospital Ambulatory Medical 

Care Survey
NIH. See National Institutes of Health
NMB. See Net monetary benefit
Nonutility/nonpreference measures, 133
Norway, health care spending in, 265
Notyrd, 64
Number of cycles, selection of, Markov  

modeling, 197–198

Objective of research article, clarity of, 27
Observational studies, 226–228, 232
Opportunity costs, 10, 250, 253
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Other sector costs, 13, 105, 115–116
Outpatient costs, inpatient costs, comparison, 36

Pain, from illness/treatment, as intangible cost, 13
Patient and family costs, 13
Patient-Centered Outcomes Research Institute, 278
Patient-reported outcome, 231, 276

Food and Drug Administration evaluation, guidance 
regarding, 143

Patient-Reported Outcomes Measurement Information 
System, 143

Patient self-management program, 248
PCORI. See Patient-Centered Outcomes Research 

Institute
Per diem, 20
Per person health care expenditures, 2, 265
Perception of health, domain of health status, 138
Personnel, resources for cost estimations, 19–20
Perspective, 13–14, 19–21, 28, 36, 170, 268
Pharmaceutical care, 247, 248, 252
“Pharmacoeconomic Analysis of Bisphosphonates in a 

Large Managed Care Organization,” 240
“Pharmacoeconomic Analysis of Ultraceph and 

Megaceph,” 32–33
Pharmacoeconomic analysis, types of, 4–7

cost-benefit analysis, 6
cost-effectiveness analysis, 5
cost-minimization analysis, 5
cost-utility analysis, 6
other types of analysis, 6–7

Pharmacoeconomic Center (PEC), 276
Pharmacoeconomics

barriers to, 277–278
definition of, 1
importance of, 2–3
relationship to other research, 3–4

Pharmacoeconomics and outcomes research (PEOR) 
fellowships, 279

Pharmacogenomics, 278–279, 280
Pharmacy services, 246–263

Asheville Project, 248–249
defined, 246
evaluation issues, 249–250

benefits of services, 250
costs of providing services, 250
pharmacy budget, silo mentality, 250
type of pharmacoeconomic study, 249–250
variation in services, 249

history of, 247
Impact of Managed Pharmaceutical Care on 

Resource Utilization and Outcomes in 
Veterans Affairs Medical Centers Study, 248

Medicare medication therapy monitoring, 250–252
Medicare Prescription Drug Improvement and 

Modernization Act, 250–252
multipharmacy projects, summaries, 248
patient self-management program, 248
research review, 247–249
silo mentality, as barrier to economic research, 250

Physical functioning, domain of health status, 137
Poland, health care spending in, 265
Portugal, health care spending in, 265
Post-myocardial infarction heart failure, 63–64
Precision. See Validity
Preference-based classification systems, 141–143
Preference-based/choice-based measures, 132
Prescription Drug Improvement and Modernization 

Act, Medicare, 250–252
Present value, 16–17, 29, 113
Price charged to payer, cost of product, distinguished, 11
Primary outcomes vs. intermediate outcomes, 50, 53

Private health care plans, 276–277
PRO. See Patient-reported outcome
Product cost, price charged to payer, distinguished, 11
Productivity costs, 13
PROMIS. See Patient-Reported Outcomes 

Measurement Information System
Prospective study, 226
Protocol-driven costs, 29, 54
PSMP program. See Patient self-management program
Psychological functioning, 137
Publication bias, 31

QALMs. See Quality-adjusted life months
QALY. See Quality-adjusted life-year
QoL. See Quality of life
Quality-adjusted life months, 185
Quality-adjusted life-year, 46, 72, 81, 84, 132, 143, 266

multiplying utilities by length of life, 79–80
steps in calculating, 73–80

Quality of life, 3, 109, 111, 131–164, 134, 230, 248, 275
assessing health status instruments, 138–141

reliability, 138–139
responsiveness, 140
validity, 138–141

Asthma Quality of Life Questionnaire, 137
Dartmouth COOP, 134
disease-specific measures, 136
domains of health status, 136–138

general health perception, 138
physical functioning, 137
psychological functioning, 137
social functioning, 137–138

Food and Drug Administration, evaluation of 
patient-reported outcome instruments, 
guidance regarding, 143

general health status instruments, 134
generic measures, 134–135

vs. disease-specific instruments, 134
health status measures, 132

pharmacoeconomics and, 141
medical outcome study short-form  

health surveys, 134
patient-reported outcomes, 143
quality of well-being scale, 134
rheumatoid arthritis-related costs, 147
sickness impact profile, 134
utility measures, 132

vs. health status measures, 132–136
Quality of well-being scale, 134
QWB scale. See Quality of well-being scale

Randomization, 226
Randomized controlled trials, 225–226
Randomized prospective trials, retrospective database 

studies, compared, 227
Rating scale, 75–76

with example estimates, 76
Reimbursed costs, 11, 14, 19–21, 23, 227, 251
Reliability, 138–139, 144
Research articles, critiquing, 26–34

adjustment, appropriateness of, 29
alternatives

consideration of, 27
description of, 27–28

appropriateness of, 29
assumptions, reasonableness of, 29–30
conclusion, unbiased summary, 31
example, 31
extrapolations beyond population studied, 

appropriateness of, 30–31
limitations, addressing, 30–31
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methods of analysis, appropriateness of, 26
objective, clarity of, 27
perspective, 28
questions to considering, 26–31
relevant costs, inclusion of, 28–29
relevant outcomes, measurement of, 29
sensitivity analysis, conduction of, 30
title, appropriateness of, 27
type of study, stating, 28

Responsiveness, 140
Retrospective data or databases, 14, 29, 54,  

112, 227, 232
Agency for Healthcare Research and  

Quality, 229
Center for Disease Control’s National Center  

for Health Statistics, 229
critiquing studies, 230–232

clinical/outcome measures, 231–232
database, explanation of, 230
eligibility of patients, 231
patient criteria, explanation of, 231
sensitivity analysis, 231–232

Current Procedural Terminology codes, 228
electronic medical records, 228–229
examples of studies using, 229
Household Component survey, 229
insurance, claims records, 229
Insurance Component Survey, 229
International Classification of Disease, Ninth 

Edition codes, 228
Medical Expenditure Panel Survey, 229
Medical Provider Component Survey, 229
National Ambulatory Care Survey, 229
national databases, 229
national health surveys, 229–230
National Hospital Ambulatory Medical  

Care Survey, 229
observational studies, 226

advantages/disadvantages of, 227–228
randomized, controlled trials, 225–226

advantages/disadvantages of, 226
randomized prospective trials, retrospective 

database studies, compared, 227
state databases, 229
types of, 228–230
Veterans Administration, 229

Retrospective studies, 226, 229, 230–232
Rheumatoid arthritis-related costs, 147
Robust, 30, 227
Role functioning. See Social functioning

Scatterplots, 202–203
Schools of pharmacy, 279
Selection bias, 30, 226
Sensitivity analysis, 16, 30, 32, 51, 54, 82, 173–174, 178, 

227, 231–232, 251
SFDs. See Symptom-free days
Short-Form 6D (SF-6D), 143
Sickness impact profile, 134
Silo mentality, 250, 253

as barrier to economic research, 250
SIP. See Sickness impact profile
Social functioning, 137–138
Societal costs, 14

Societal perspective, 106, 115–116
importance of, 268

Spain, health care spending in, 265
Standard gamble, 76–77, 132
Standardization of costs, 14–15

example, 14–15
methodology, 14–15
using Medical Consumer Price Index inflation  

rates, 15
State databases, 229
Stochastic analysis, 201
Subjects to determining utilities, selection of, 78–79
Sweden, health care spending in, 265
Switzerland, health care spending in, 265
Symptom-free days, 29, 46–47, 51

Threshold analysis, 175–176
Time tradeoff, 77–78, 132
Timed adjustments for costs, 14–18
Title, appropriateness of, 27
Tornado diagram, 173–174
Transition, 196
Transition probabilities, 201, 203
Transparency, 280
Tufts Medical Center Cost-Effectiveness Analysis  

(CEA) Registry, 15
Turkey, health care spending in, 265
Two-way sensitivity analysis, 176

United Kingdom
health care spending in, 265
pharmacoeconomic guidelines, 267

United States, health care spending in, 2, 265
Utility, 6, 13, 72, 77, 141

measures, 132–133

Validity, 138–141, 144, 247
external, 232
internal, 232

VANF. See Veterans Administration National 
Formulary

Veterans Administration, 229
Veterans Administration National Formulary, 276
Veterans Health Administration, 276
Veterans Integrated Service Networks, 276
VISNs. See Veterans Integrated Service Networks
Visual Analog Scale, 75

Wage rate calculations, 107
Wales, pharmacoeconomic guidelines, 267
“What is Quality-Adjusted Life-year Worth?”  

(editorial), 81–82
Wholesale acquisition cost (WAC) prices, 19
Willingness to pay, 13, 51, 82, 105, 109–112, 247

bidding vehicles, 110–111
hypothetical scenario, 109–110

“Willingness to Pay for Delay in Progression of 
Alzheimer’s Disease by Unpaid Caregivers,” 
123–125

Work
measurement, 20
missed, calculation of, 107–108

WTP. See Willingness to pay
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